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و توابع، مولدها، از جمله اصول اولیه رمزنگاری، مفهوم شبه تصادفی بودن را معرفی کردیم و برخی از ۳در فصل ❖

.را تعریف کردیمجایگشت های شبه تصادفی 

اری کلید برای تمام رمزنگبلوک های سازنده نیز نشان دادیم که این اصول اولیه می توانند به عنوان ۵تا ۳در فصل های ❖

.به همین دلیل، درک این اصول اولیه از دیدگاه نظری بسیار مهم است. خصوصی عمل کنند

اما توابعی که به طور غیررسمی محاسبه آنها آسان-توابع یک طرفه ، ما به طور رسمی مفهوم در این فصل❖

را معرفی می کنیم و -معکوس کردن آنها دشوار است

.ه ساختنشان می دهیم که چگونه مولدها، توابع و جایگشت های شبه تصادفی را می توان تنها با فرض وجود توابع یک طرف

:علاوه بر این، خواهیم دید که❖

.  ضروری هستند« غیربدیهی»(کلیدمتقارن)توابع یک طرفه برای رمزنگاری کلید خصوصی

.است( غیربدیهی)وجود توابع یک طرفه معادل وجود تمام رمزنگاری های کلید خصوصی : یعنی

.این یکی از دستاوردهای اصلی رمزنگاری مدرن است



3

:نشان می دهیمدر این فصل ساختارهایی که ❖

، در نظر که در فصل قبل مورد بحث قرار گرفتندرمزهای بلوکی و رمزهای جریانی باید به عنوان مکمل ساختارهای 

.گرفته شوند

ل مختلف در حال حاضر در عمل بود و هدف آن فصاصول اولیه رمزنگاری بر چگونگی تحقق فصل قبل تمرکز ❖

.مورد استفاده بوداصول طراحی و رویکردهای اساسی معرفی برخی از 

ر اساس نمی توان ببا این حال، تا حدودی ناامیدکننده این واقعیت بود که هیچ یک از ساختارهایی که نشان دادیم را ❖

.اثبات کرد( یعنی معقول تر)فرضیات ضعیف تر 

:ساختارهایی را نشان خواهیم داد کهدر این فصل در مقابل،❖

.می توان با شروع از فرض بسیار ملایم وجود توابع یک طرفه، امنیت آنها را اثبات کرد

باشد، هم به این دلیل که یک فرض کیفیشبه تصادفیجایگشت، یک  AESاز فرضی است که مثلاًجذاب تراین فرض 

اری، مورد ، حتی قبل از ظهور رمزنگسال هاکاندید داریم که یک طرفهاست و هم به این دلیل که ما تعدادی توابع ضعیف تر

.گرفته اندمطالعه قرار 
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:با این حال، نکته منفی این است که ساختارهایی که در اینجا نشان می دهیم❖

.  اهمیت عملی کمی دارند( در حال حاضر)بنابراین کارآمد هستند و۷همگی بسیار کمتر از ساختارهای فصل 

و لدهامواز ساختارهای ایمن قابل اثباتی و "این شکاف را پر کنند"برای رمزنگاران است که این یک چالش مهم 

د قابل موجورمزهای بلوکی و رمزهای جریانی آنها با بهترین کاراییایجاد کنند که جایگشت های شبه تصادفی 

.مقایسه باشد
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توابع هش مقاوم در برابر برخورد❖

.در نظر نمی گیریمرا در اینجا توابع هش مقاوم در برابر برخورد برخلاف فصل قبل، 

وجود که ساختارهای چنین توابع هشی از توابع یک طرفه ناشناخته هستند و در واقع، شواهدیدلیل این امر این است 

.دارد که نشان می دهد چنین ساختارهایی غیرممکن هستند

بر اساس یک فرض خاص)یک تابع هش مقاوم در برابر برخورد یک ساختار ایمن قابل اثبات از 9.4.۲در بخش ما 

.خواهیم دید(نظریه اعداد

جای دیگری این مطالب به صراحت در هیچ. مطالب این فصل تا حدودی پیشرفته تر از مطالب بقیه کتاب است. نکته ای در مورد این فصل

.از کتاب استفاده نشده است

.را که توابع یک طرفه را معرفی می کنند و مروری بر بقیه این فصل ارائه می دهند۸.۲و ۸.۱بخش های 
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یک طرفهتوابع 8.1



:در این بخش❖
.را تعریف می کنیمتوابع یک طرفه رسماً 

را معرفی می کنیم که می توان آنها را به عنوان (hard-core predicates)محمول های هسته سختدر ادامه، مفهوم 

در برگیرنده سختی معکوس کردن یک تابع یک طرفه در نظر گرفت و

.به طور گسترده در ساختارهایی که در بخش های بعدی دنبال می شوند، استفاده خواهد شد



تعاریف8.1.1

:𝑓 یک تابع یک طرفه❖ {0,1}∗→ وارونه کردنولی محاسبه کردن آن آسان،ابعی است کهت  ∗{0,1}

.استآن دشوار(معکوس کردن)

.در زمان چندجمله ای قابل محاسبه باشد𝑓تنها کافی است که تابع : استکردن فرمولهبه راحتی قابل شرط اول ✓

جز با نتوانداست که یک مهاجم احتمالاتیِ زمان چندجمله ای هدف نهایی ما ساخت طرح های رمزنگاری از آنجا که 

احتمال ناچیز آن ها را بشکند، 

به جز با ( yاز مقدار داده شده پیش تصویرییعنی یافتن )fمعکوس کردن : کهمی کنیمفرمولهرا با این الزام شرط دوم ✓

.غیرممکن باشدچندجمله ایاحتمالی در زمان الگوریتماحتمال ناچیز برای هر 

و fدر دامنه  xبا انتخاب یک عنصر یکنواختyکه در آن می شوداین احتمال در آزمایشی اعمال : نکته فنی این است که

yسپس تنظیم  ≔ 𝑓(𝑥) به جای انتخاب یکنواختy از محدودهf می شودتولید،

.که در ادامه فصل خواهیم دید، روشن شودساختارهاییدلیل این امر باید از 



:𝑓فرض کنید ❖ {0,1}∗→ به عنوان پارامتر nو هر مقدار Aآزمایش زیر را که برای هر الگوریتم. یک تابع باشد∗{0,1}

:تعریف شده است، در نظر بگیریدامنیتی

Invert𝑨,𝒇)آزمایش وارونه سازی✓ 𝒏: )
𝑥یک مقدار یکنواخت1) ∈ {0,1}𝑛انتخاب کرده وy ≔ 𝑓(𝑥) را محاسبه می کنیم.

.را خروجی می دهد′𝑥را دریافت کرده و مقداری 𝑦و 1𝑛ورودی های 𝐴الگوریتم 2)

𝑓است اگر1خروجی آزمایش برابر 3) 𝑥′ = 𝑦 0،و در غیر این صورت.

را که ′𝑥ر مقدار ه Aکافی است. ندارد xنیازی به یافتن پیش تصویر اصلی Aالگوریتم تأکید می کنیم که❖

𝑓 𝑥′ = 𝑦 = 𝑓 𝑥باشد، پیدا کند.

باشد، 𝑛می تواند چندجمله ای نسبت به 𝐴زمان اجرای داده می شود تا روشن شود که 𝐴در گام دوم به 1𝑛پارامتر امنیتی ❖

.𝑦بدون توجه به طول رشته 

.است« یک طرفه»𝒇اکنون می توانیم تعریف کنیم که چه زمانی یک تابع ❖



8.1تعریف ❖
یک تابع

𝑓: {0,1}∗→ {0,1}∗

:زیر برقرار باشنددو شرط نامیده می شود اگر یک طرفه

𝑀𝑓وجود دارد؛ یعنی  𝑓برای محاسبه 𝑀𝑓یک الگوریتم زمان چندجمله ای :(محاسبه آسان)1) 𝑥 = 𝑓 𝑥 برای همه

xها .

:وجود دارد به طوری که 𝑛𝑒𝑔𝑙یک تابع ناچیز  ،𝐴برای هر الگوریتم زمان چندجمله ای احتمالی :(وارون سازی دشوار)2)

𝑃𝑟 Invert𝐴,𝑓 𝑛 = 1 ≤ 𝑛𝑒𝑔𝑙 𝑛



:نمادگذاری ❖

.آن در نمادگذاری احتمال، فضای احتمال را واضح تر می کنیم( بخشی از)در این فصل، اغلب با قرار دادن 

وجود دارد به طوری که𝑛𝑒𝑔𝑙، یک تابع ناچیز 𝐴برای هر الگوریتم احتمالاتی زمان چندجمله ای ❖

𝑃𝑟𝑥←{0,1}𝑛 𝐴(1𝑛, 𝑓 𝑥 ) ∈ 𝑓−1 𝑓 𝑥 ≤ 𝑛𝑒𝑔𝑙 𝑛

𝑥به یاد داشته باشید که )✓ ← {0,1}𝑛 یعنی𝑥{0,1}به صورت یکنواخت از مجموعه ی𝑛انتخاب می شود.

.یز می شود که در اینجا به صورت ضمنی در نظر گرفته شده استن𝐴احتمال فوق همچنین شامل تصادفی بودن الگوریتم ✓



:موفقیت در وارونه سازی توابع یک طرفه❖

.به راحتی وارونه نمی شود( «اغلب»یا حتی )، لزوماً همیشه نیستتابعی که یک طرفه ✓

:این است که8.1عکسِ شرط دوم در تعریف در واقع، ✓

را با احتمالی  f(x)تابع𝐴جود دارند به طوری که و𝛾و یک تابع غیرناچیز𝐴الگوریتم احتمالاتی زمان چندجمله ای 

x که این احتمال روی انتخاب یکنواخت).می کند(معکوس)وارونه𝛾(n)حداقل ∈ {0,1}𝑛  و تصادفی بودنA 

(.گرفته می شود

𝒑چندجمله ای مثبتاین به نوبه ی خود به این معناست که یک ✓ 𝒏   ،nبی نهایت مقدار وجود دارد به طوری که برای  

𝑝/1 را با احتمالی حداقل fتابع  Aالگوریتم  𝑛وارونه سازی می کند.

اما )کند (معکوس)وارونهnتمام مقادیر زوج برای 𝑛−10را با احتمال  fوجود داشته باشد که 𝐴بنابراین، اگر الگوریتم ❖

 nفقط برای نصف مقادیر 𝐴حتی اگر—یک طرفه نیست f، آنگاه (را معکوس کند fفرد است نتواندnهمیشه وقتی 

(.هایی که اصلاً موفق می شودnبرای )باشد 𝑛−10موفق شود، و حتی اگر احتمال موفقیتش فقط 



زمان نماییوارونگی❖

x، با امتحان کردن تمام مقادیر در زمان نمایی yرا می توان در هر نقطه هر تابع یک طرفه ❖ ∈ {0,1}𝑛 که تا زمانی

. معکوس کرد ،f(x) = yبه گونه ای پیدا شود که  xمقدار 

ربوط به ، میعنی. بنابراین، وجود توابع یک طرفه ذاتاً فرضی در مورد پیچیدگی محاسباتی و سختی محاسباتی است❖

.مسئله ای است که در اصل قابل حل است، اما فرض می شود که حل کارآمد آن دشوار است



یک طرفه(Permutation)جایگشت های❖
.ما اغلب به توابع یک طرفه با ویژگی های ساختاری اضافی علاقه مند خواهیم بود❖

:داشته باشیم xاست اگر برای همه حفظ کننده طول fمی گوییم تابع ❖

∣ 𝑓 𝑥 ∣=∣ 𝑥 ∣

.نامیده می شودجایگشت یک طرفه است، یک به یک و حفظ کننده طول که تابع یک طرفه یک ❖

:یک پیش تصویر یکتا دارد yباشد، هر مقدار جایگشت یک طرفه یک  fاگر❖

𝑥 = 𝑓−1 𝑦

.استسختدر زمان چندجمله ای همچنان  xبا این حال، یافتن ❖



یک طرفهجایگشت/خانواده های تابع❖

رد در یک دامنه و بتعاریف فوق از توابع و جایگشت های یک طرفه از این جهت مناسب هستند که یک تابع واحد را ❖

.  در نظر می گیرندنامتناهی

.  نمی گیرندبا این حال، اکثر توابع و جایگشت های یک طرفه کاندید به طور کامل در این چارچوب قرار ❖

. را تعریف می کند𝑓𝐼را تولید می کند که تابع 𝐼در عوض، الگوریتمی وجود دارد که مجموعه ای از پارامترهای ❖

.  باشدتقریباً ناچیز 𝑰احتمال انتخاب و باید یک طرفه باشد 𝒇𝑰بودن در اینجا اساساً به این معنی است که یک طرفه 

به ویژه )به خانواده های توابع یک طرفه ر ادامهیک تابع متفاوت را تعریف می کند، اکنون𝐼از آنجا که هر مقدار 

.اشاره می کنیم( جایگشت ها

(.(مراجعه کنید9.4.۱همچنین به بخش . )اکنون تعریف را ارائه می دهیم و خواننده را برای یک مثال مشخص به بخش بعدی ارجاع می دهیم)



8.۲تعریف ❖
Π، (سه تایی)تاپلیک  = (𝐺𝑒𝑛,𝑆𝑎𝑚𝑝,𝑓) است اگر خانواده تابعاز الگوریتم های احتمالاتیِ زمان چندجمله ای، یک

:شرایط زیر برقرار باشند
∣تولید می کند که اندازه آن ها 𝐼، پارامترهایی 1𝑛ا ورودی ب:  (Gen)الگوریتم تولید پارامترها❖ 𝐼 ∣≥ 𝑛باشد.

را 𝑓𝐼را تعیین می کند که به ترتیب دامنه و برد تابع 𝑅𝐼و 𝐷𝐼ولید می شود، مجموعه هایی ت Genکه توسط𝐼هر مقدار
.تشکیل می دهند

.خروجی می دهد𝐷𝐼یک عنصر یکنواخت تصادفی از مجموعه  ،𝐼با ورودی  (Samp):الگوریتم نمونه برداری❖
𝑥و 𝐼که قطعی است، با ورودی  (f):الگوریتم ارزیابی❖ ∈ 𝐷𝐼مقداری ،𝑦 ∈ 𝑅𝐼این را به صورت. را خروجی می دهد

𝑦: = 𝑓𝐼 𝑥

.می نویسیم

❖Π خانواده جایگشتزمانی یک(Permutation Family) ست که برای هر مقدارا𝐼 تولیدشده توسط𝐺𝑒𝑛 1𝑛 ،
:داشته باشیم

𝐷𝐼 = 𝑅𝐼

:𝑓𝐼و تابع  𝐷𝐼 → 𝐷𝐼 دوجذبییک(یک به یک و پوشا (bijection)  )باشد.



.آنچه در ادامه می آید نسخه طبیعی آزمایشی است که پیش تر معرفی شد. باشدخانواده تابع یک Πفرض کنید 

Invert𝑨,𝚷آزمایش وارونه سازی ❖ 𝒏:

𝐺𝑒𝑛الگوریتم 1) 1𝑛 اجرا می شود تا پارامترهای𝐼  به دست آید، و سپس𝑆𝑎𝑚𝑝 𝐼اجرا می شود تا یک

𝑥 ∈ 𝐷𝐼در پایان مقدار. به طور یکنواخت انتخاب شود 𝑦: = 𝑓𝐼 𝑥محاسبه می شود.

.خروجی می دهد′𝑥را دریافت کرده و مقداری 𝑦و 𝐼ورودی های  Aالگوریتم 2)

𝑓𝐼است اگر۱خروجی آزمایش برابر 3) 𝑥′ = 𝑦 



8.3تعریف ❖

Πجایگشت /خانواده تابعیک  = (Gen, Samp, f)  همه الگوریتم های احتمالی زمان اگر برای یک طرفه است

:به طوری کهوجود داشته باشد neglیک تابع ناچیز ،Aچندجمله ای 

𝑃𝑟 Invert𝐴,Π 𝑛 = 1 ≤ 𝑛𝑒𝑔𝑙 𝑛

کار تعریف شده انددامنهٔ نامتناهیجایگشت های یک طرفه ای که روی یک / در سراسر این فصل ما با توابع❖

.، نه با خانواده های توابع یک طرفه(8.1همانند تعریف )می کنیم 

.(را ببینید8.7تمرین ).است و تأثیر مهمی بر نتایج نداردسادگیاین کار صرفاً برای 



توابع یک طرفه کاندید8.1.۲❖

.وجود داشته باشندفقط در صورتی مورد توجه هستند که توابع یک طرفه ❖

، (ی خواهد بوداین یک پیشرفت بزرگ در نظریه پیچیدگ)چگونه وجود آنها را بدون قید و شرط ثابت کنیم ما نمی دانیم ❖

. فرض کنیمیا حدس بزنیم بنابراین باید وجود آنها را 

رده اند، اما چنین حدسی مبتنی بر این واقعیت است که چندین مسئله محاسباتی طبیعی توجه زیادی را به خود جلب ک❖

. هنوز مشخص نیست که توسط هیچ الگوریتم زمان چندجمله ای قابل حل باشند

. یافتن عوامل اول یک عدد صحیح بزرگیعنیباشد، تجزیه اعداد صحیح شاید معروف ترین این مسائل، ❖

.استاما گرفتن یک عدد و یافتن عوامل آن دشوار ضرب دو عدد و بدست آوردن حاصلضرب آنها آسان است،❖



:ما را به تعریف تابع زیر هدایت می کندموضوع گفته شده در اسلاید قبل❖

𝑓mult 𝑥 𝑦 = x. y

:استقابل معکوس شدن به راحتی 𝒇multرا محدود نکنیم،  yو  xاگر طولبا این حال، 

خواهد بود، زوج 𝐱.𝐲با احتمال بالا 

. استیک معکوس  (𝑥𝑦/2,2)که در این صورت

.حل کردyو  xبه اعداد اول با طول مساوی  𝑓multاین مشکل را می توان با محدود کردن دامنه 

(.به این ایده باز خواهیم گشت9.۲در بخش )



-subset)ه مسئله جمع زیرمجموعیک تابع یک طرفه کاندید دیگر، که مستقیماً بر نظریه اعداد تکیه ندارد، بر اساس ❖

sumریف می شودتع:

یک زیرمجموعه از 𝐽بیتی nبیتی است که به عنوان یک عدد صحیح تفسیر می شود، و رشته nیک رشته 𝑥𝑖که در آن هر 

{1, … ,𝑛}را مشخص می کند.

,𝑥1روی خروجی𝑓ss(معکوس کردن)وارونه سازی … ,𝑥𝑛,𝑦به این معناست که باید زیرمجموعه ای𝐽′ ⊆ 1 … 𝑛

:پیدا شود به طوری که

෍

𝑗∈𝐽′

𝑥𝑗 = 𝑦 mod 2𝑛

.کامل است-N P، ممکن است به یاد داشته باشند که این مسئله کرده اندکامل بودن را مطالعه -N Pخوانندگانی که 



𝑃اما حتی اگر ❖ ≠ 𝑁𝑃 اثبات نمی کند که هم باشد، باز هم این نتیجه𝑓ssیک طرفه است:

✓𝑷 ≠ 𝑵𝑷 می خوردورودی شکست یکحداقلدر هر الگوریتم چندجمله ای یعنی.

ی حداقل برای برخ)شکست بخورد همیشهتقریباًیعنی هر الگوریتم چندجمله ای باید 𝒇ssیک طرفه بودن اما ✓

(.پارامترها

احتمال ی با الگوریتم شناخته شده ای حتهیچ بر این اساس است که باور ما به یک طرفه بودن این تابع بنابراین✓

.کامل بودن آن-NPو نه صرفاً به خاطر  ،نمی کندبرای ورودی های تصادفی این مسئله را حل کوچک 



.، یک خانواده از جایگشت ها را نشان می دهیم که باور بر این است یک طرفه باشندادامهدر 

را همراه با  pبیتی n، یک عدد اولِ 1𝑛یک الگوریتم احتمالیِ چندجمله ای زمان باشد که با ورودی  Genفرض کنید ❖

.خروجی می دهدg ∈ {2, . . . , p−1}یک عنصر ویژه ی 

ℤ𝑝باید یک مولّدِ  gعنصر )
.(را ببینید9.۳.۳بخش ،باشد∗

. تولید کندx ∈ {1, . . . , p − 1}یک عدد صحیح یکنواخت ،gو  pالگوریتمی باشد که با داشتن  Sampفرض کنید ❖

:در نهایت، تابع زیر را تعریف می کنیم❖

𝑓𝑝,𝑔 𝑥 = 𝑔𝑥 mod 𝑝.

.(نتیجه می شود B.2.3نتایج موجود در پیوست از محاسبه کرد، کارآمد را می توان به طور𝑓𝑝,𝑔این واقعیت که )

.  محسوب می شودجایگشت می توان نشان داد این تابع یک به یک است و بنابراین یک❖

درباره ی این ،تبنا شده اسلگاریتم گسستهدشواری فرضیِ معکوس کردن این تابع بر پایه ی سختیِ حدسیِ مسئله ی ❖

.توضیحات بیشتری خواهیم داد9.۳موضوع در بخش 



یا  SHA-2از ساختارهای رمزنگاری عملی مانند می توانبسیار کارآمدی را یک طرفهکه توابع می کنیمدر نهایت، اشاره ❖

AES  تمرین هایبه .) ورددست آبه،هستندشبه تصادفیجایگشتیک یا مقاوم در برابر تصادم با فرض اینکه به ترتیب

.(مراجعه کنید۸.۵و ۸.4

و د خروجی با طول ثابت دارن/ورودیبودن را برآورده کنند زیرا یک طرفهتعریف نمی توانند، آنها از نظر فنی❖

. آنها تعریف نشده استمجانبیبنابراین رفتار 

.هستندیک طرفهحدس زد که آنها به معنای واقعی می توان، با این وجود



((Hard-Core Predicatesگزاره های سخت هسته 8.1.3❖
. بر اساس تعریف، یک تابع یک طرفه به سختی قابل معکوس سازی است❖

𝑦با داشتن: به بیان دیگر❖ = 𝑓 𝑥 ِهیچ الگوریتم چندجمله ای زمانی نمی تواند مقدار کامل ،𝑥 جز با احتمال )را محاسبه کند

(.ناچیز؛ که در اینجا نادیده می گیریم

𝑓ممکن است این تصور به وجود بیاید که از روی ❖ 𝑥 هیچ اطلاعاتی از ،𝑥را نمی توان در زمان چندجمله ای به دست آورد،

.اما این الزاماً درست نیست

𝑓در واقع، ممکن است ❖ 𝑥 حتی اگر یک طرفه باشد، مقدار زیادی اطلاعات درباره ی𝑥«دهد« نشت.

یک تابع یک طرفه باشد و g، بگذارید برای یک مثال بدیهی✓

∣که در آن  𝑥1 ∣=∣ 𝑥2 ∣.

.با وجود اینکه نصف ورودی خود را آشکار می کندنیز یک تابع یک طرفه است،𝑓به راحتی می توان نشان داد که ❖



𝑓را پیدا کنیم که توسط 𝑥برای کاربردهای ما، لازم است بخش خاصی از اطلاعات مربوط به ❖ 𝑥«این .شده باشد« پنهان

.استگزاره ی سخت هستهموضوع انگیزه ی تعریف چیزی به نام 

:یک گزاره ی سخت هسته❖

ℎ𝑐، ویژگی ای دارد که 𝑓برای تابع  𝑥 با داشتن𝑓 𝑥 باشد۱/۲به سختی قابل محاسبه با احتمالی به طور معنی دار بهتر از.

.(درست حدس زد۱/۲یک تابع بولی است، همیشه می توان با حدس تصادفی آن را با احتمال ℎ𝑐چون )

:به طور رسمی



8.4تعریف ❖
:است اگر𝑓برای تابع گزاره ی سخت هستهیک                                  تابع

وجود  negl، تابعی ناچیز 𝐴برای هر الگوریتم احتمالیِ چندجمله ای زمان  در زمان چندجمله ای قابل محاسبه باشد، وℎ𝑐تابع 

:داشته باشد به طوری که

.گرفته می شود𝐴و تصادفی بودن الگوریتم 𝑛{1,0}در  x که در آن احتمال نسبت به انتخاب یکنواخت

ℎ𝑐تأکید می کنیم که ❖ 𝑥 ِبا داشتن خود𝑥چون )قابل محاسبه است به راحتی و کارآمدℎ𝑐 در زمان چندجمله ای

𝑓با داشتن اما تعریف می گوید محاسبه ی آن (.محاسبه می شود 𝑥سخت است.

نمی تواند𝑓تابع آن گاه باشد،یک جایگشت𝒇اگر با این حال، ، یک تابع یک طرفه باشد𝑓این تعریف الزام نمی کند که ❖

(.را ببینید۸.۱۳تمرین )مگر آنکه یک طرفه باشد گزاره ی سخت هسته داشته باشد 

ℎ𝑐: {0,1}∗→ {0,1}



ایده های ساده کار نمی کنند❖
:تابع گزاره ی زیر را در نظر بگیرید❖

,𝑥1که در آن  … ,𝑥𝑛 بیت های𝑥هستند.

:شاید انتظار داشته باشیم این گزاره برای هر تابع یک طرفه ای یک گزاره ی سخت هسته باشد❖

 XORکه شاید این نتیجه دهد کند و« پنهان»را 𝑥قابل معکوس سازی نیست، پس باید حداقل یکی از بیت های 𝑓اگر

.استغلطاما این استدلال .همه ی بیت ها قابل محاسبه نیست
:یک تابع یک طرفه باشد و تعریف کنیم𝑔برای دیدن این موضوع، بگذارید ❖

.سخت نیست𝑓نشان دادن یک طرفه بودن 

(ادامه اسلاید بعدی)



𝑓اما واضح است که  𝑥مقدار

!چون این مقدار بخشی از خروجی آن است، پنهان نمی کندرا 

.نیست𝑓یک گزاره ی سخت هسته برای ℎ𝑐بنابراین 

برای آن یک گزاره ی  hcتابع یک طرفه ای وجود دارد که  ،hcهر گزاره ی ثابت در واقع، می توان نشان داد که برای ❖

.سخت هسته نیست



(Trivial) گزاره های سخت هسته ی پیش پاافتاده❖

.برخی توابع گزاره های سخت هسته ی سطحی و بی فایده دارند

:مثلاً تابع زیر را در نظر بگیرید❖

𝑓 𝑥1 ⋯ 𝑥𝑛 = 𝑥1 ⋯ 𝑥𝑛−1

𝑓از روی 𝑥𝑛در این حالت تعیین بیت آخر  𝑥 ،خروجی هیچ وابستگی به این بیت نداردزیراغیرممکن است.

:پس تابع زیر یک گزاره ی سخت هسته است

ℎ𝑐 𝑥 = 𝑥𝑛

.یک طرفه نیستاما این تابع 

سخت هسته ی  وقتی از گزاره های سخت هسته در ساختارهای رمزنگاری استفاده کنیم، مشخص خواهد شد که چرا گزاره های❖

.هیچ کاربرد عملی ای ندارندمانند این مورد « پیش پاافتاده»
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از توابع یک طرفه تا شبه تصادفی بودن۸.۲



،جایگشت یک طرفه/هر تابعچگونه می توان از :در این فصل نشان می دهیم که❖

،(PRGs)مولدهای شبه تصادفی

  ،(PRFs)توابع شبه تصادفی 

.ساخت (PRPs)جایگشت های شبه تصادفیو 

(.در این بخش، یک مرور کلی از این ساخت ها ارائه می کنیم؛ جزئیات در بخش های بعدی آمده است)



یک گزاره سخت هسته از هر تابع یک طرفه❖

.گام اول نشان دادن این است که برای هر تابع یک طرفه، گزاره ای سخت هسته وجود دارد✓

.هنوز به طور کامل حل نشده استهر تابع یک طرفه چنین گزاره ای وجود دارد برای در واقع، این موضوع که 

:را ثابت می کنیم که برای اهداف ما کافی استضعیف تراما ما چیزی 

و یک گزاره سخت هسته 𝒈یک تابع یک طرفه باشد، می توانیم تابع یک طرفه دیگری 𝒇یعنی نشان می دهیم اگر 

.بسازیم𝒈برای 



(لوین_قضیه گلدرایش)8.۵قضیه ❖
و یک گزاره 𝒈( یا جایگشت)آنگاه یک تابع یک طرفه یک طرفه وجود داشته باشند،( یا جایگشت های)اگر توابع 

.وجود دارد𝒈𝒍سخت هسته 

:به شکل زیر تعریف می شوند𝑔𝑙و 𝑔توابع .یک تابع یک طرفه باشد𝑓فرض کنید 

و

.است( rیا) xام iبیت ( 𝑟𝑖به ترتیب، )𝑥𝑖که در آن 

𝑔𝑙خروجی آنگاهیکنواخت باشد، 𝑟اگر  𝑥 𝑟 برابر است باXOR  از بیت هایزیرمجموعه تصادفییکx: هرجا𝑟𝑖 = باشد 1

.غیر این صورت نهشرکت می کند، و در XORدر 𝑥𝑖بیت 

𝑓باشد،تابع یک طرفه یک 𝑓اگر بیان می کند کهلوین–قضیه گلدرایش❖ 𝑥 :XOR  یک زیرمجموعه تصادفی از

.را پنهان می کند xبیت های 



مولد شبه تصادفی از جایگشت های یک طرفه❖

:نشان دادن این است کهگام بعدی 

استفاده فیمولد شبه تصادمی تواند برای ساختن یک جایگشت یک طرفهچگونه یک گزاره سخت هسته مربوط به یک 

.شود

ه این اما اثبات آن بسیار پیچیده است و خارج از محدودمعروف است که گزاره سخت هسته مربوط به هر تابع یک طرفه نیز کافی است،)

.(کتاب



8.۶قضیه ❖
.𝑓یک گزاره سخت هسته برای ℎ𝑐یک جایگشت یک طرفه باشد و 𝑓فرض کنید 

:آنگاه تابع زیر

𝐺 𝑠 =
def

𝑓 𝑠 ∥ ℎ𝑐 𝑠

ℓبا ضریب گسترشمولد شبه تصادفییک  𝑛 = 𝑛 + .است1

:یک مولد شبه تصادفی است، ابتدا توجه کنید که𝐺برای شهود اینکه چرا ❖

n  بیت اول خروجی𝐺 𝑠( یعنی همان بیت های𝑓 𝑠) در صورتی که ،𝑠 ،به طور یکنواخت توزیع شده اندیکنواخت باشد،

.استجایگشتیک 𝑓زیرا 

:است به این معناست که𝑓یک گزاره سخت هسته ℎ𝑐این که ❖

𝑓حتی با دانستن  𝑠 مقدار ،ℎ𝑐 𝑠 باز هم با فرض )یعنی شبه تصادفی است —«تصادفی به نظر می رسد»همچنان

(.𝑠یکنواخت بودن 

.شبه تصادفی است Gکل خروجی با ترکیب این دو مشاهده، نتیجه می شود که ❖



مولدهای شبه تصادفی با گسترش دلخواه❖
ر بالا همان طور که د)خود را گسترش می دهد تنها یک بیت بیش از طول ورودی،وجود یک مولد شبه تصادفی که حتی❖

.یک نتیجه کاملاً غیرساده و مهم است،(دیدیم

یار بزرگ ترگسترش بسبه یک مولد شبه تصادفی با ( رمزنگاری کارآمد پیام های طولانیمثلاً برای )اما برای کاربردها❖

.نیاز داریم

.را تولید کندهر ضریب گسترش چندجمله ای دلخواهخوشبختانه، می توانیم مولدی بسازیم که ❖

8.7قضیه ❖
ℓاگر یک مولد شبه تصادفی با ضریب گسترش 𝑛 = 𝑛 + یک  ،polyوجود داشته باشد، آنگاه برای هر چندجمله ای 1

.نیز وجود دارد poly(n)مولد شبه تصادفی با ضریب گسترش 

رفهجایگشت یک طرا می توان از هر مولدهای شبه تصادفی با هر میزان گسترش چندجمله ای دلخواهدر نتیجه، ❖

.ساخت



شبه جایگشت ها از روی مولدهای شبه تصادفی❖
.کافی اند(EAV-secure) امن در برابر شنودمولدهای شبه تصادفی برای ساخت طرح های رمزنگاری کلیدمتقارنِ 

نیازمند  ،(MAC)کدهای تأیید پیام و همچنین برای  (CPA-secure)امن در برابر حمله با متن انتخابیاما برای رمزنگاری 

.هستیم (PRF)توابع شبه تصادفی

:ساختتوابع شبه تصادفی را از مولدهای شبه تصادفینتیجه ی زیر نشان می دهد که می توان 

8.8قضیه ❖
ℓاگر مولد شبه تصادفی ای با ضریب گسترش 𝑛 = 2𝑛 تابع شبه تصادفیوجود داشته باشد، آنگاه یک(PRF)  نیز وجود

.دارد

:در واقع، حتی بیش از این نیز ممکن است

8.9قضیه ❖
  strong pseudorandom)جایگشت شبه تصادفی قوی اگر یک تابع شبه تصادفی وجود داشته باشد، آنگاه یک 

permutation) نیز وجود دارد.



:، داریم۵تا 3با ترکیب این قضایا و نتایج فصل های 

8.10نتیجه گیری ❖

:جایگشت های یک طرفهبا فرض وجود 

.رندمولدهای شبه تصادفی با هر ضریب گسترشی، توابع شبه تصادفی، و جایگشت های شبه تصادفی قوی وجود دا❖

.نیز وجود دارند (MAC)کدهای تأیید پیامو  Authenticated Encryptionطرح های رمزنگاریِ ❖

.ی استنیز برای این نتایج کاف(نه لزوماً جایگشت ها)حتی وجود توابع یک طرفه و همان طور که پیش تر ذکر شد، ❖
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گزاره های سخت هسته از توابع یک طرفه۸.۳



:را ثابت می کنیم8.۵قضیه در این بخش، با اثبات نتیجه زیر،

8.11قضیه ❖
:یک تابع یک طرفه باشد و𝑓فرض کنید 

𝑔 𝑥 𝑟 =
def

𝑓 𝑥 𝑟 آندرکه ∣ 𝑥 ∣=∣ 𝑟 ∣

:و همچنین

.است𝑔برای تابع گزاره سخت هستهیک 𝑔𝑙آنگاه 

.به دلیل پیچیدگی اثبات، سه نتیجه پیاپی و قوی تر را ثابت می کنیم که در نهایت به ادعای بیان شده در قضیه می رسند



یک حالت ساده8.3.1❖

مقدارهمیشهوجود داشته باشد که 𝐴ابتدا نشان می دهیم که اگر یک مهاجم با زمان چندجمله ای 

𝑔𝑙 𝑥 𝑟

را با داشتن

𝑔 𝑥 𝑟 = (𝑓 𝑥 , 𝑟)

.کردزمان چندجمله ای معکوس را در 𝑓به درستی محاسبه کند، آنگاه می توان 

.(باشدیک به یک 𝒇تابع ،فقط در صورتی می تواند وجود داشته باشد که𝐴توجه کنید که چنین الگوریتم )❖

نمی تواند وجود داشته  Aدرچنین مهاجمیاست، نتیجه می شود که یک تابع یک طرفه 𝒇با توجه به این فرض که ❖

.باشد



8.1۲گزاره ❖
:وجود داشته باشد به طوری که𝐴الگوریتمی با زمان چندجمله ای اگر .باشند۸.۱۱مانند قضیه  glو fفرض کنید 

𝐴(𝑓 𝑥 , 𝑟) = 𝑔𝑙 𝑥 𝑟

𝑥,𝑟تمامو 𝑛تمامبرای  ∈ {0,1}𝑛

:وجود دارد به طوری که′𝐴الگوریتمی با زمان چندجمله ای آنگاه

𝐴′ 1𝑛 𝑓 𝑥 = 𝑥

𝑥و تمام 𝑛برای تمام  ∈ 0,1 𝑛.

.را با احتمال غیرناچیز معکوس کند𝑓یک تابع یک طرفه باشد، هیچ الگوریتم احتمالیِ چندجمله ای زمان نمی تواند 𝑓اگر ❖

𝑔𝑙هیچ الگوریتم زمان چندجمله ای ای وجود ندارد که همیشه بتواند مقدار بنابراین نتیجه می گیریم که  𝑥 𝑟 را از

𝑓)روی 𝑥 ,𝑟)به درستی محاسبه کند.

،این نتیجه، نتیجه ای بسیار ضعیف است و فاصله زیادی با هدف نهایی ما دارد❖

𝑔𝑙هیچ الگوریتمی نمی تواند مقدار هدف ما این است که نشان دهیم  𝑥 𝑟 با 1/2را با احتمالی به طور معنی دار بهتر از

𝑓)داشتن 𝑥 ,𝑟)دمحاسبه کن.



یک حالت پیچیده تر8.3.۲❖

𝑔𝑙 محاسبه𝐴اکنون نشان می دهیم که برای هر الگوریتم احتمالیِ زمان چندجمله ای ❖ 𝑥,𝑟 از روی(𝑓 𝑥 ,𝑟) به طور

معنی داری بهتر از احتمال 
3

4
.دشوار است

را با 𝑓منجر می شود که تابع ′𝐴به وجود یک الگوریتم زمان چندجمله ای 𝐴دوباره ثابت می کنیم که وجود چنین الگوریتمی ❖

.می کندمعکوساحتمال غیرقابل چشم پوشی 

.اینجا دیگر کار نمی کنددر۸.۱۲توجه کنید که استراتژی استفاده شده در اثبات گزاره ❖

𝐴(𝑓که آیا خروجی نمی داند′𝐴علاوه بر این، در این حالت جدید، الگوریتم ❖ 𝑥 ,𝑟) واقعاً مساوی𝑔𝑙 𝑥 𝑟 هست یا نه؛

.دهمین موضوع اثبات را پیچیده تر می کن. با احتمال بالا درست کار می کند𝐴می داند این است که الگوریتم ′𝐴تنها چیزی که 



8.13گزاره ❖
وجود  (·)pو یک چندجمله ای  Aیک الگوریتم احتمالی زمان چندجمله ای اگر .باشند۸.۱۱مانند قضیه glو  fفرض کنید 

:داشته باشد به طوری که

:وجود دارد به طوری که ′Aبرقرار باشد، آنگاه یک الگوریتم احتمالی زمان چندجمله ای  nبرای تعداد نامتناهی از اندازه های 

.برقرار است nبرای تعداد نامتناهی از 



8.14ادعا ❖
:طوری باشد که𝑛فرض کنید 

آنگاه مجموعه ی
𝑆𝑛 ⊆ {0,1}𝑛

با اندازه حداقل
1

2𝑝 𝑛
⋅ 2𝑛

𝑥وجود دارد، به گونه ای که برای هر  ∈ 𝑆𝑛داشته باشیم:



8.1۵ادعا ❖
:طوری باشد که𝑛فرض کنید 

𝑆𝑛آنگاه مجموعه ای  ⊆ {0,1}𝑛با اندازه حداقل

1

2𝑝 𝑛
⋅ 2𝑛

𝑥وجود دارد، به طوری که برای هر  ∈ 𝑆𝑛 و هر𝑖داریم ،:



اثبات کامل8.3.3❖
همچنین از . مفرض می کنیم که خواننده با اثبات های ساده شده ای که در بخش های قبلی ارائه شد آشناست، و ما نیز بر همان ایده ها تکیه می کنی

.بحث شده است استفاده خواهیم کرد(A.3)۳.برخی اصطلاحات و نتایج استاندارد نظریه احتمال که در پیوست الف

8.1۶گزاره ❖
𝒑و یک چندجمله ای  𝑨یک الگوریتم احتمالی با زمان چندجمله ای اگر.باشند۸.۱۱مانند قضیه  glو  fفرض کنید  وجود ⋅

:داشته باشد به طوری که

،𝑛برای بینهایت مقدار از 

′𝒑و یک چندجمله ای ′𝑨یک الگوریتم احتمالی با زمان چندجمله ای دیگر به نام آنگاه وجود خواهند داشت به گونه ای ⋅

:که

.𝑛برای بینهایت مقدار از 



8.17ادعا ❖
:به گونه ای باشد که𝑛بگذارید 

آنگاه، یک مجموعه
𝑆𝑛 ⊆ {0,1}𝑛

وجود دارد که اندازه ی آن دست کم
𝜀(𝑛)

2
. 2𝑛

𝑥 است، به طوری که برای هر ∈ 𝑆𝑛داریم:

)۸.۲(



:اینجا نیز اثباتی ارائه دهیم، تنها چیزی که می توان ادعا کرد این است که8.1۵ادعای اگر سعی کنیم مشابه با ❖

𝑥وقتی ∈ 𝑆𝑛 باشد، برای هرi خواهیم داشت:

بنابراین، اگر بخواهیم

اقل استفاده کنیم، تنها چیزی که می توانیم ادعا کنیم این است که این تخمین با احتمالی حد𝑥𝑖را به عنوان یک تخمین از 

𝜀 𝑛درست خواهد بود،

!نباشدحدس تصادفی و این احتمال ممکن است اصلاً بهتر از یک 

.همچنین نمی توان ادعا کرد که با برعکس کردن نتیجه، تخمین خوبی به دست می آید❖

𝑔𝑙را طوری طراحی می کنیم که′𝐴به جای این کار، الگوریتم❖ 𝑥 𝑟 و𝑔𝑙 𝑥 𝑟 ⊕ 𝑒𝑖 یک بار اجرایرا تنها باA 

𝐴(𝑓  فقط′𝐴برای این منظور،. محاسبه کند 𝑥 ,𝑟 ⊕ 𝑒𝑖)را اجرا می کند و سپس مقدار 𝑔𝑙 𝑥 𝑟 می زندحدسرا.



:ادامه اسلاید قبل❖
حدس های مستقلی برای هر مقدار𝐴0ها را مانند قبل مستقل انتخاب کنیم و سپس rروش ساده این است که 

𝑔𝑙 𝑥 𝑟
که همان طور که خواهیم دید برای خروجی درستِ )تمام حدس ها درست باشنداما در این حالت احتمال اینکه . بزند

.ها چندجمله ای استrناچیز خواهد بود، زیرا تعداد(معکوس ساز لازم است 
بسازد و حدس ها را طوری بزند که با احتمال جفتاً مستقلها را به صورت rمی تواند ′𝐴مشاهده کلیدی این اثبات آن است که

.حدس ها درست باشندتمامغیرناچیز 
مستقل و یکنواخترشتهℓ=⌈log(m+1)⌉عدد𝐴0الگوریتم  ،rمقدار مختلف  mبه طور مشخص، برای تولید 

𝑠1, … , 𝑠ℓ ∈ 0,1}𝑛

𝐼سپس برای هر مجموعه ناتهی. انتخاب می کند ⊆ 1 … ℓتعریف می کنیم:

2ℓاز آنجا که مجموعه های ناتهی  − .رشته ایجاد می کند1≥m−⌈log(m+1)⌉2تا هستند، این کار مجموعه ای با1



:ادامه اسلاید قبل❖
.هستندجفتاً مستقلبلکه ، به طور یکنواخت توزیع شده است، اما رشته ها مستقلِ کامل نیستند rهر ❖

𝐼برای دیدن این موضوع، دو مجموعه متفاوت ≠ 𝐽عنصری: را در نظر بگیرید𝑗 ∈ 𝐼 ∪ 𝐽وجود دارد که در𝐼 ∩ 𝐽نیست  .
𝑗بدون از دست دادن کلیت فرض کنید ∉ 𝐼.

.است 𝑟𝐼مستقل و یکنواخت از𝑠𝑗در این صورت 
.مستقل و یکنواخت است𝑟𝐼نیز از𝑟𝐽به کار می رود، نتیجه می شود که𝑟𝐽در𝑠𝑗از آنجا که 

:اکنون دو مشاهده مهم داریم❖
:زیرا. محاسبه کرد Iرا برای هر زیرمجموعه              می توان مقدار                                  با داشتن مقادیر.1

که ، آنگاه احتمال اینحدس بزندرا صرفاً با انتخاب یک بیت یکنواخت برای هر کدام                              مقدارهای′𝐴اگر.۲

:تمام این حدس ها درست باشد برابر است با
1

2−ℓ

باشد، nچندجمله ای در  mاگر 
1

2−ℓ استغیرناچیزیک مقدار.
.را درست حدس می زند                                    تمام مقادیر′𝐴پس با احتمال غیرناچیز،

(که یکنواخت و جفتاً مستقل اند)rمقدار  mترکیب این مشاهدات روشی به ما می دهد که 
.را با احتمال غیرناچیز به دست آوریم                      به همراه مقادیر صحیح

.را محاسبه کرد𝑥𝑖، مقدار هر بیت ۸.۱۳سپس می توان از این مقادیر، همانند اثبات گزاره ❖
.جزئیات در ادامه بیان می شود❖



′𝐴الگوریتم معکوس ساز ❖

اکنون توصیف کامل الگوریتمی را ارائه می کنیم که ورودی های❖
1𝑛 و𝑦را دریافت می کند و تلاش می کند یک وارون(Inverse)  برای𝑦الگوریتم به صورت زیر عمل می کند. محاسبه کند:
گام های الگوریتم❖
:ℓ    مقدار1) = log

2𝑛

𝜀ቀ𝑛)2 + .را محاسبه کنید1

.را انتخاب کنید                              و بیت های یکنواخت                         رشته های مستقل و یکنواخت2)
𝐼 برای هر زیرمجموعه ناتهی3) ⊆ 1 … ℓ:,                           
𝑖برای هر بیت ورودی 4) = 1, … ,𝑛:

:، مقدار زیر را محاسبه کنید                               برای هر زیرمجموعه ناتهی(الف)❖

:را برابر بگذارید با𝑥𝑖مقدار (ب)❖
𝑥𝑖: = majority𝐼 𝑥𝑖

𝐼

.یعنی بیتی که بیشترین تعداد تکرار را بین مقادیر قبلی دارد
:خروجی را برابر قرار دهید با5)

𝑥 = 𝑥1𝑥2 ⋯ 𝑥𝑛.



′𝐴تحلیل احتمال موفقیت ❖

𝑥خروجی صحیح ′𝐴اکنون احتمال اینکه ❖ ∈ 𝑓−1 𝑦را بدهد محاسبه می کنیم.

:آمده اند و فرض می کنیم۸.۱۷هایی تمرکز می کنیم که در ادعای n، فقط روی ۸.۱۳مانند اثبات گزاره 

𝑦 = 𝑓 ො𝑥 برای ො𝑥 ∈ 𝑆𝑛.

برای مقدار« حدس»یک 𝜎𝑖هر بیت 

.همان طور که قبلاً گفته شد، با احتمال غیرناچیز همه حدس ها درست خواهند بود. است

را مقدار صحیح 1/2با احتمال حداقل  ′𝐴، با شرط اینکه همه حدس ها درست باشندحال نشان می دهیم که 

.خروجی می دهد



𝑖یک اندیس ثابت .  𝐼برای تمام در این صورت.  iبرای همه فرض کنید❖ ∈ 1 … 𝑛را
𝑥𝑖مقدار درست ′𝐴در نظر بگیرید و احتمال اینکه  = ො𝑥𝑖برای هر . را به دست آورد، بررسی کنیدI غیرخالی داریم:

با احتمال حداقل
1

2
+ 𝜀 𝑛 /2

ො𝑥زیرا  ؛rبرحسب انتخاب  ∈ 𝑆𝑛بنابراین برای هر زیرمجموعه غیرخالی . یکنواخت توزیع شده استاست و𝐼:

𝑃𝑟 𝑥𝑖
𝐼 = ො𝑥𝑖 ≥

1

2
+

𝜀 𝑛

2
.

و بنابراین )جفت جفت مستقل اند              جفت جفت مستقل هستند، زیراعلاوه بر این، مجموعه مقادیر
(.نیز مستقل اند                               )

استفاده کنیم و  A.13تعریف شده است، می توانیم از گزاره                            بین« بیشترین فراوانی»به صورت 𝑥𝑖ازآنجاکه 
:نتیجه بگیریم

𝑃𝑟 𝑥𝑖 ≠ ො𝑥𝑖 ≤
1

4
⋅ ቌ𝜀 𝑛 /2)2 ⋅ 2ℓ − 1 ) ≤

1

4
⋅ ൭𝜀 𝑛 /2)2 ⋅ ቆ2𝑛/𝜀 𝑛)2 ) =

1

2𝑛
.

𝑥𝑖نتیجه می گیریم که احتمال اینکه  (union bound)برقرار است، بنابراین با استفاده از اتحاد iاین نامساوی برای همه  ≠ ො𝑥𝑖

. است۱/۲رخ دهد، حداکثر  iبرای حداقل یک 
𝑥همه بیت ها درست هستند و در نتیجه ۱/۲یعنی با احتمال حداقل  = ො𝑥.



:در نهایت
𝑦باشد و ۸.۱۷مطابق ادعای  nفرض کنید = 𝑓 ො𝑥 . با احتمال حداقل𝜀 𝑛 ො𝑥داریم 2/ ∈ 𝑆𝑛 . همچنین، تمام حدس های

𝜎𝑖با احتمال حداقل

1/2ℓ ≥
1

2 ⋅ ൫2𝑛/𝜀 𝑛)2 + 1
>

𝜀 ቀ𝑛)2

5𝑛

.کافی بزرگ، درست هستند nبرای 
𝑥مقدار ۱/۲با احتمال حداقل ′𝐴با شرط هر دو رویداد بالا، الگوریتم  = ො𝑥بنابراین احتمال کلی . را خروجی می دهد

:حداقل ′𝐴وارون سازی ورودی توسط 

𝜀 ቀ𝑛)3

20𝑛
=

1

20𝑛𝑝 ቀ𝑛)3

.است nبرای بی نهایت 

20𝑛𝑝و چون  ቀ𝑛)3 چندجمله ای درn  را اثبات می کند8.1۶گزاره است، این موضوع.
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ساخت مولدهای شبه تصادفی۸.4



د ما ابتدا نشان می دهیم که چگونه مولدهای شبه تصادفی بسازیم که ورودی خود را با یک بیت واحد، با فرض وجو❖

.جایگشت های یک طرفه، بسط می دهند

.سپس نشان می دهیم که چگونه این را برای به دست آوردن هر ضریب بسط چندجمله ای، گسترش دهیم❖



مولّدهای شبه تصادفی با افزایش حداقلی8.4.1❖

hard-core)بیت سخت همراه با یک  (one-way permutation)تابع یک طرفه ی جایگشتییک 𝑓فرض کنید ❖

predicate)  به نامℎ𝑐باشد.
:این یعنی

.  یکنواخت باشد s، وقتی "تصادفی به نظر می رسد" f(s)با فرض  hc(s)این بدان معناست که 
𝑓یک جایگشت است، خروجی 𝑓از آنجایی که  𝑠 ظ زیرا جایگشت، توزیع یکنواخت را حف)است یکنواخت توزیع شدهنیز

(.می کند
𝑛بیتی باشد، رشته ی  nیک رشته ی یکنواخت 𝑠پس اگر  + :بیتی زیر-1

𝑓 𝑠 ∥ ℎ𝑐 𝑠
:شامل

. می باشدبه نظر می رسد،« یکنواخت»بیت اول نیز  nیک بیت اضافی که حتی با دانستن بیتی، و nیک رشته ی یکنواخت 
𝑛بنابراین کل این رشته ی  + .استشبه تصادفیبیتی -1

:که به صورت زیر تعریف می شود𝐺به این ترتیب الگوریتم ❖
𝐺 𝑠 = 𝑓 𝑠 ∥ ℎ𝑐 𝑠

.استمولّد شبه تصادفییک 



8.18قضیه ❖

𝐺که با  𝐺الگوریتمآنگاه . باشدℎ𝑐یک طرفه با محمول اصلی جایگشتیک  𝑓فرض کنید  𝑠 = 𝑓 𝑠 ∥ ℎ𝑐 𝑠

ℓگسترشبا ضریب شبه تصادفی، یک مولد می شودتعریف  𝑛 = 𝑛 + .است1



شماتوجهازتشکربا
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