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منابعنتیجه گیریبخش چهارمبخش سʿمبخش دومبخش اول

تʿضیحات
اعداد نظريه سخت مسائل

.مي شوند فرض سخت عموماً كه خاص گروه هاي در  گسسته لگاريتم محاسبه  و  بزرگ اول عدد ود حاصلضرب فاكتورگيري  جمله از  كرديم معرفي را اعداد نظريه مسئله چند قبل، فصل در• .ندارد وجود مسائل اين حل براي كارآمدي الگوريتم هيچ كه است اين بر فرض يعني سختي•
امنيتي پارامتر و سختي مفهوم  

.مي دهد ما به عملي و مشخص امنيتي سطح يك به دستيابي براي )"كليد طول"  گاهي(  يامنيت پارامتر تنظيم  چگونگي درباره كمي اطلاعات سختي، مجانبي مفهوم اين حال، اين با•
.است  مهم بسيار  مسائل اين بر مبتني رمزنگاري سيستم هاي  واقعي استقرار  براي مسئله اين صحيح درك•



تʿضیحات
.مي كند آن فداي را كارايي ولي مي كند تضمين را امنيت بالا، خيلي انتخاب مي كند؛ آسيب پذير را سيستم پايين، خيلي كليد طول انتخاب    .است رمزنگاري در اساسي طراحي چالش يك كارايي و امنيت بين تعادل

.باشد مؤثر رمزنگاري پايه ي انتخاب در مي تواند نظريه اعدادي مختلف مسائل نسبي سختي  .مناسب ترند يا سخت تر عملي نظر از برخي هستند؛ يكسان مسائل همه ي نه .نيست عمليات࢔ برابر در مقاومت به معناي  n كليد طول بنابراين نيست؛ راه حل بهترين لزوماً جامع جستجوي  .مي برند بين از را خطي رابطه اين كه دارند وجود  brute-force از هوشمندانه تري الگوريتم هاي عمومي، كليد در → .دارند را brute-force پيچيدگي همان تقريباً حملات بهترين متقارن، كليد رمزنگاري در مقابل، در  .)بيت ١٢٨ مقابل در بيت ٢٠٤٨ مثلاً( باشند متقارن كليدهاي از طولاني تر خيلي عمومي كليدهاي مي شود باعث تفاوت همين →

منابعنتیجه گیریبخش چهارمبخش سʿمبخش دومبخش اول



تʿضیحات
.مي كند مرور را گسسته لگاريتم و فاكتورگيري براي  brute-force از كارآمدتر بسيار ولي چندجمله اي-غير الگوريتم هاي فصل اين 

.مي شوند گرفته ناديده پياده سازي جزئيات و است سطح بالا ايده هاي بر تمركز 
.شده اند واگذار جداگانه اي فصل به و نمي شوند بررسي اينجا در كوانتومي الگوريتم هاي 

.مي كنند عبور راه ها همين از نيز  DDH و  RSA مانند مسائلي براي شناخته شده راه حل هاي بهترين چون مي شوند، بررسي گسسته لگاريتم و فاكتورگيري الگوريتم هاي فقط 

منابعنتیجه گیریبخش چهارمبخش سʿمبخش دومبخش اول



 الگʿریتم های فاکتʿرگیری

 بخش اول



الگوريتم هاي فاكتورگيري

بزرگ اول عدد دو حاصل ضرب نظر مورد عدد :پايه فرض (N = p q) است.
كوچكتر پيمانه هاي به تجزيه طريق از محاسبات ساده سازي براي »چيني باقي مانده قضيه« از استفاده :رياضي ابزار.  
سنتي روش (Trial Division): نمايي زمان( بزرگ اعداد براي غيربهينه و كند بسيار(. 
روش p-1 يا »نرم اعداد« فاكتورها وقتي) خاص شرايط در فاكتورگيري براي مناسب :پولارد Smooth باشند(. 
روش Pollard's Rho: است سنگين بزرگ مقياس هاي در همچنان اما سنتي، روش از سريع تر و عمومي روش يك. 
كوادراتيك غربال  (Quadratic Sieve): است )زير نمايي( نمايي حالت از فراتر آن سرعت كه پيشرفته تر الگوريتمي. 
سرعت قهرمان (GNFS):  الگوريتم General Number Field Sieve است جهان در بزرگ بسيار اعداد تجزيه روش سريع ترين حاضر حال در. 

منابعنتیجه گیری بخش چهارمبخش سʿمبخش دومبخش اول



p-1 پولارد
.)نباشد  B مقسومٌ عليه  q−1 يعني( نباشد  q−1  از مضربي ولي )باشد B مقسومٌ عليه  p−1 يعني( باشه  p−1 از مضربي كه مي كنيم پيدا  B عدد يه اول  .كنيم تجزيه رو  N سريع خيلي مي تونيم ما باشه، داشته كوچيك اولِ فاكتورهاي فقط  p-1 عدد اگه :اصلي ايده :انتخاب مي كنيم و مقدار زير رو حساب مي كنيم  Z*_Nاز   xيه عدد تصادفي :شروع عمليات:مي گيريم نظر در k حد يك تا را كوچك اول اعداد توان هاي ضرب معمولاً عددي، چنين ساختن براي :B محاسبه فرمول

y := x^B − 1 (mod N)طبق قضيه باقي مانده ي چيني، اين تساوي برقرار ميشه:جادوي هم ريختي:
y = x^B − 1 (mod N)  (x_p^B − 1 (mod p) , x_q^B − 1 (mod q)) حذفp: :هست، طبق قضيه كوچك فرما داريم  p−1مضربي از   Bچون 

x^B (mod p) = 1پس بخش اول جفت مرتب صفر مي شود:
y  (0 , x_q^B − 1 (mod q))پيدا كردن فاكتور: نه؛   qبخش پذير است ولي بر   pبر   yيعني  ،y (mod q) ≠ 0ولي با احتمال زياد  y (mod p) = 0حالا چون  :پس با يك ب م م ساده فاكتور رو پيدا مي كنيم

p = gcd(y , N)حدود : شانس موفقيتΩ(1/n)  هست كه با چند بار تكرار، عملاً قطعي مي شود.
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p-1 پولارد
:نقطه ضعف الگوريتم ياد مي باشند، اين الگوريتم ديگه كارآمد نيست و زمان اجراش خيلي زفاكتورهاي اولِ خيلي بزرگ داشته   q−1و   p−1اگه هر دو عدد  )Strong Primes(اعداد اول قوي .شود رو طوري انتخاب مي كردن كه   qو   pبراي مقابله با اين حمله، قبلاً 

(p−1)/2  خودش يه عدد اول باشد؛ به اين اعداد مي گويند اعداد اول .فاكتورگيري قوي تري هم وجود دارنخيلي كمه و در عين حال الگوريتم هاي  p−1بشن، احتمال نرم بودن  اگر اعداد اول به صورت تصادفي و به اندازه ي كافي بزرگ انتخابامروزه ديگه حساسيت زيادي روي اعداد اول قوي وجود نداره، چون نتيجه گيري امنيتي.قوي
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Pollard’s Rhoالگوريتم 
الگوريتم است، مؤثر مدول ها برخي براي فقط كه ١٠.١ الگوريتم مقابل در 

Pollard’s rho  لشك از دلخواه صحيح عدد يك فاكتورگيري براي مي تواند  
N = p q ابتكاري به صورت.مي شود محسوب فاكتورگيري براي عمومي الگوريتم يك نظر، اين از رود؛ كار به )heuristic)، عدد ثابت، احتمال با الگوريتم اين N  مرتبه از زماني در را

آزمايشي تقسيم روش به نسبت اما است، نمايي همچنان زمان اين هرچند .مي كند فاكتور )trial division( متمايز مقدار دو يافتن روش، اين اصلي ايده ي.دارد چشمگيري بسيار بهبود x و x′ در Z*_N پيمانه ي به نسبت كه است p  باشند؛ هم نهشت 
يعنيx ≡ x′ (mod p)اگر كه كنيد توجه .مي شود گفته »خوب زوج« يك زوجي، چنين به x و x′ داريم آنگاه باشند، خوب زوج يكgcd(x − x′ , N) = 

pزيرا x ≢ x′ (mod N) از بديهي غير عامل يك مي توان ب م م محاسبه ي با بنابراين .است N آورد دست به را.
بهمرت از مقايسه ها تعداد كنيم، مقايسه يكديگر با را مقادير اين از ممكن زوج هاي تمام بخواهيم كه صورتي در:اجرا زمان و حافظه مشكل  

O(N^(1/2)) بازمي گردد فاكتورگيري سنتي روش هاي سطح به عملاً الگوريتم اجراي زمان نتيجه، در و بود خواهد.
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Pollard’s Rhoالگوريتم 
):تابع تكرارشونده(راه حل پولارد  :است كليدي ويژگي يك داراي تابع اينF(x) = x² + 1 (mod N)تابع مثال براي كرد؛ پيشنهاد را تكرارشونده تابع يك از استفاده مشكل، اين رفع براي پولارد F(x) ≡ F(x′) (mod p)داشت خواهيم خودكار به طور آنگاه باشد، برقرارx ≡ x′ (mod p)اگر  .شود حفظ نيز تابع تكرار بعدي مراحل در هم نهشتي اين  ،p به نسبت هم نهشتي وقوع از پس كه مي كند تضمين خاصيت اين

.مي شود متوقف الگوريتم و آمده دست به  N از بديهي غير عامل يك باشد،  N و ١ از غير عددي مقدار اين اگر .مي شود محاسبهgcd(x − x′ , N)مقدار مرحله هر در:توقف شرط  x′ := F(F(x′)):مي كند حركت برابر دو سرعت با دوم متغير وx := F(x):مي رود پيش معمولي سرعت با اول متغير .مي كنند حركت »خرگوش و لاك پشت« روش به هك مي شود استفاده متغير دو از زياد، حافظه مصرف از اجتناب براي:)Algorithm 10.2( سيكل تشخيص الگوريتم
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Pollard’s Rhoالگوريتم 

است )رو( ρ يوناني حرف شبيه بصري نظر از كه شكلي مي شود؛ چرخه يك وارد سپس و مي رود پيش خطي يرمس يك صورت به ابتدا دنباله كنيم، ترسيم را مقادير وليدت مسير اگر كه است شده گرفته واقعيت اين از  Rho نام :موفقيت احتمال .ي شودم فاكتور يافتن به موفق كوتاه زمان در و ثابت احتمال با عمل در اما ندارد، وجود اجرا هر در قطعي تضمين كه معنا اين به دارد؛ )heuristic( ابتكاري ماهيتي الگوريتم اين
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)Quadratic Sieve(الگوريتم غربال كوادراتيك 
، سريع ترين ٩٠اين روش خيلي هوشمندانه تر از قبلي هاست و تا قبل از دهه  حدود (بيت  ٣٠٠هنوز هم براي اعدادي تا حدود . روش فاكتورگيري دنيا بود

. بهترين گزينه است) رقم ٩٠ يافت به طوري كهݕ,ݔ اگر بتوان دو عدد صحيح: بر اين مشاهده ي عددي استوار است  QSپايه ي ايده ي اصلي
x² ≡ y² (mod N)و
x ≢ ±y (mod N)آنگاه مقدارgcd(x − y , N)  با احتمال غيرناچيز يكي دليل اين امر آن است كه . را به دست مي دهد  Nاز فاكتورهاي غيربديهي  

N | (x − y)(x + y) در حالي كه   N ∤ (x − y)   وN ∤ (x + y) و در نتيجه خواهيم داشت
gcd(x − y , N) ∈ {p , q}.

راه حل و چالش مقادير از مجموعه اي دنبال به آن به جاي  QS الگوريتم ليل،د همين به .دارد اندكي بسيار احتمال باشد، كامل مربع يك خود x² mod N آن در كه )x , y( جفتي چنين مستقيم يافتن
x₁ , … , x_ℓآن در كه مي گردد

q_i := x_i² mod Nهمگي B صاف )B-smooth( مجموعه در آن ها اول فاكتورهاي تمام يعني باشند؛
P = {p₁ , … , p_k} مساوي يا كوچكتر اول اعداد از B  هر براي صورت، اين در .باشند داشته قرار i  نوشت مي توان
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)Quadratic Sieve(الگوريتم غربال كوادراتيك 
پس از جمع آوري  يافتن يك زيرمجموعه مربع ساز با جبر خطي: مرحله دوم صاف-ܤمقادير 

ଵ݌كه در آن ( … ൑مجموعه تمام اعداد اول ௞݌ ، هدف يافتن )استܤ ܵ يك زيرمجموعه غيرتهي  ⊆ 1 … ℓاست كه حاصل ضرب

.يك مربع كامل در اعداد صحيح باشد :، داريم௝ݍبا جاي گذاري فرم فاكتوري مقادير 

اي يك مربع كامل است اگر و تنها اگر برݖاين عدد  ، مقدار݇,…,١=݅هر 

modulo توان ها باقي مانده تنها كه مي دهد نشان مشاهده اين .باشد زوج modulo توان بردار ،݆ هر براي بنابراين، .دارد اهميت 2 :مي كنيم تعريف زير به صورت را 2

Γ ماتريس زيرمجموعه اي، چنين يافتن براي
∈ ॲଶℓൈ௞ܞ بردارهاي همان آن سطرهاي كه مي دهيم تشكيل را௝هستند
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)Quadratic Sieve(الگوريتم غربال كوادراتيك 

ℓاگر  ൌ ݇ ൅ )nullspace(از آنجا كه فضاي پوچ . است سطرهاي بيشتري نسبت به ستون هاداراي Γ، آنگاه ماتريس 1 ℓيك ماتريس  ൈ ℓبا ݇ ൐ است، وجود ॲଶℓهمواره شامل يك بردار غيرصفر در ݇ كهܵغيرتهي  ◌ٔ يك زيرمجموعه
෍ ௝ܞ
௝∈ௌ

ൌ ૙

.يافت كارآمد به صورت )گاوسي حذف مانند(ॲଶ روي خطي جبر استاندارد الگوريتم هاي از استفاده با مي توان را زيرمجموعه اي چنين .مي شود تضمين

 مقدار ،࢏ هر براي آنگاه، .باشد شده يافت زيرمجموعه اي چنين كنيد فرض
෍ :نوشت مي توان و است، زوجࡿ∋࢐࢏,࢐ࢋ

ݖ ൌ ෑ ௝ݍ
௝∈ௌ

ൌ ී ௜݌
෍ ௘ೕ,೔ೕ∈ೄ

௞

௜ୀଵ

ൌ ී ௜݌
ଵଶ ෍ ௘ೕ,೔ೕ∈ೄ

௞

௜ୀଵ

ଶ

.

௝ݍاز سوی ديگر، چون  ൌ ௝ଶݔ  mod ܰ، داريم:
ݖ ൌ ෑ ௝ݍ

௝∈ௌ
≡ ෑ ௝ଶݔ

௝∈ௌ
ൌ ෑ ௝ݔ

௝∈ௌ

ଶ
  mod ܰ .
:به دست آمده اندܰ moduloݖبنابراين، دو ريشه مربع 

:ݕ ൌ ී ௜݌
ଵଶ ෍ ௘ೕ,೔ೕ∈ೄ

௞

௜ୀଵ

∈ ℤ, :ݔ و ൌ ෑ ௝ݔ
௝∈ௌ

∈ ℤே∗ ,

که در آن
ଶݔ ≡ ܰ ଶ  modݕ . ࢞اگر اتفاقي رخ دهد كه  ≡ ̸ േ ، آنگاهࡺ ܌ܗܕ  ࢟ مستقل (نيست، اما با استدلال هاي هيوريستيك، احتمال آن يك ثابت مثبت هرچند اين اتفاق تضمين شده . را آشكار مي سازدࡺيك فاكتور غيربديهي از  .است) ࡺاز 
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گسسته لگاريتم هاي محاسبه الگوريتم هاي

بخش دوم



گسسته لگاريتم هاي محاسبه الگوريتم هاي
 ݃باشد و  ݍيك گروه چرخه اي از مرتبه معلوم ܩفرض كنيد ∈ عبارت است از يافتن  )DLP(مسئله لگاريتم گسسته . يك مولد آنܩ

ݔ ∈ ℤ௤݃به گونه اي كه௫ ൌ ݄ 
 ݄براي ∈ ܱدر حالت كلي، جستجوي جامع به زمان . داده شدهܩ .نياز داردݍ .اين الگوريتم ها تنها از عمل گروهي و تساوي عناصر استفاده مي كنند و به نمايش باينري عناصر گروه وابسته نيستند)Generic Algorithms(الگوريتم هاي عمومي 

ݍاگر : هلمن–الگوريتم پوليگ -١ ൌ ැ ௜௘೔௧݌
௜ୀଵ ݔباشد، آنگاه مي توان ݍفاكتورگيري mod ݌௜௘೔ را در هر زيرگروه از مرتبه

بنابراين،. را بازسازي كردݍ mod ݔمحاسبه و سپس با قضيه باقي مانده چيني، ௜௘೔݌
زمان محاسبه ൌ ܱ ෍ ௜݌

௧

௜ୀଵ
,

.اين دليل اصلي استفاده از گروه هاي مرتبه اول در رمزنگاري است. تعيين مي شودᇱݍو در بدترين حالت، توسط بزرگ ترين عامل اول  :)Shanks(گام هاي بزرگ /روش گام هاي كوچك -٢ 0براي  ௝݃ با پيش محاسبه   ൑ ݆ ൏ ݉)baby steps(  ݄و جستجوي ⋅ ݃ି௜௠ 0براي ൑ ݅ ൏ جواب را  ،)giant steps(݉/ݍ ܱدر  ܱعمل گروهي و ݍ .حافظه پيدا مي كندݍ
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:الگوريتم رُهوي پولارد -٣
ܱمانند، جواب را در -در يك تابع تصادفي )collision(با شبيه سازي يك راه تصادفي در گروه و يافتن برخورد  عمل گروهي و ݍ .به دست مي آورد حافظه ثابت

Ωحداقل  DLPثابت شده است كه هر الگوريتم عمومي براي  .هستند بهينه بنابراين اين دو الگوريتم از نظر پيچيدگي —عمل گروهي نياز دارد ݍ
تأثير مستقيمي بر پيچيدگي  نمايش عناصر ◌ٔ نحوهبا اين حال، . ايزومورف اندݍاز ديدگاه رياضي، تمام گروه هاي چرخه اي از مرتبه اهميت نمايش گروه .محاسباتي دارد

ℤ௤به عنوان مثال، در گروه جمعي  ൅مسئله ،
ݔ ⋅ ݃ ≡ ݄  mod ݍ ݔدر زمان چندجمله اي حل مي شود، زيرا  ൌ ݄ ⋅ ݃ିଵ  mod  روي مجموعه زيربنايي است) ضرب و الگوريتم اقليدسي(  اضافياين امكان پذيري ناشي از وجود ساختار . قابل محاسبه استݍ.

گسسته لگاريتم هاي محاسبه الگوريتم هاي
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مسئله  )GNFS( الك ميدان اعداد عموميو سپس  حساب انديس، الگوريتم )اولبا (∗௣در گروه هايي مانند الگوريتم هاي اختصاصي و پيامدهاي رمزنگاري
DLP  را در زمان زيرنمايي

௣ ࣟ ଵ/ଷ ଶ/ଷ
.حل مي كنند .در گروه هاي منحني بيضوي عمومي هيچ الگوريتم زيرنمايي شناخته نشده استدر مقابل، 

اين تفاوت بنيادي . مرتبه گروه منحني استهستند كه بهترين حملات عمومي همچنان از مرتبه   بيت استفاده  ٢٥٦~مي توان از كليدهايي با طول  )ECC( رمزنگاري منحني بيضويتوضيح مي دهد كه چرا در  بيتي فراهم مي كنند و در نتيجه سيستم هاي كارآمدتري طراحي  ٣٠٧٢با كليد   RSAكرد كه امنيتي معادل  .شده اند

گسسته لگاريتم هاي محاسبه الگوريتم هاي
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را به مسائلي در زيرگروه هاي كوچك تر تقليل مي دهد، به شرط آنكه ࢗاز مرتبه ࡳهلمن مسئله لگاريتم گسسته در گروه چرخه اي –الگوريتم پوليگ .معلوم باشدࢗفاكتورگيري جزئي يا كامل  ࢗفرض كنيد  ൌ ∏ ࢏كه در آن براي ୀ૚࢏࢑࢏ࢗ ് با تعريف. ࢐
࢏ࢍ ൌ ,࢏ࢗ/ࢗࢍ ࢏ࢎ ൌ ,࢏ࢗ/ࢗࢎ ܌ܚܗ، ١٠.٤و با استفاده از لم  ࢏ࢍ ൌ ࢞࢏ࢍبنابراين،. ࢏ࢗ ൌ ࢏ࢎ  ⇒  ࢞ ≡ ࢏ࢗ ܌ܗܕ  ࢏࢞ , ࢏࢞كه در آن  ൌ ܏ܗܔ ࢏ࢍ .محاسبه مي شود࢏ࢗℤدر ࢏ࢎ

، سيستم همنهشتي࢏࢞با جمع آوري تمام مقادير 
࢞ ≡ ࢏ࢗ ܌ܗܕ  ࢏࢞ , ࢏ ൌ ૚, … , ࢑ .وجود دارد و به صورت كارآمدي قابل بازيابي استࢗ moduloباقي مانده چيني، جواب يكتا  ◌ٔ با تعميم قضيه. را حل مي كنيم :در نتيجه، پيچيدگي زماني الگوريتم برابر است با

ࢀ ࢗ ൌ ෍ DLPࢀ
࢑

ୀ૚࢏
࢏ࢗ ൅ ࡻ ࢑ ܏ܗܔ ࢗ ,

DLPࢀكه در آن  ࢗاگر  . است࢏ࢗدر گروه مرتبه   DLPزمان حل ࢏ࢗ ൌ ැ فاكتورگيري اول كامل باشد، آنگاه بدترين زمان توسط بزرگ ترين   ࢏ࢋ࢏࢖
.تعيين مي شود࢏ࢋ࢏࢖ 

هلمن–الگوريتم پوليگ ١٠.٢.١
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رمزنگاري نتيجه ي .ندهد رخ پيچيدگي كاهش هيچ و  ᇱ تا مي شود استفاده اول مرتبه ي با گروه هايي از معمولاً الگوريتم، اين كارايي از جلوگيري براي 

هلمن–الگوريتم پوليگ ١٠.٢.١
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يك روش قطعي براي حل مسئله لگاريتم گسسته  )Baby-Step/Giant-Stepشناخته شده به عنوان ( Shanksالگوريتم  .داردو حافظه در گروه هاي متناهي است كه زمان اجرايي 
را به صورت௫، معادله )و كه در آن (با نمايش : ايده اصلي

௞௧ ௜
:سپس. بازنويسي مي كند

.را محاسبه و مرتب مي كند  ௞௧مجموعه : گام هاي بزرگ•
.جستجو مي كندرا محاسبه و در  ௜، مقدار براي هر : گام هاي كوچك• ௜مثلاً (اگر تطابقي يافت شود  ௞௧(آنگاه ،

گام هاي بزرگ/الگوريتم گام هاي كوچك ١٠.٢.٢
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:پيچيدگي
تعداد عمليات گروهي :
حافظه :
با در نظر گرفتن مرتب سازي و (: زمان كلي )جستجوي دودويي بت شده در ميان الگوريتم هاي عمومي است، چرا كه ثا بهينهاين الگوريتم 

.عمل گروهي نياز دارد حداقل  DLPهر الگوريتم عمومي براي 

گام هاي بزرگ/الگوريتم گام هاي كوچك ١٠.٢.٢
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، از طريق كاهش به و پيچيدگي زماني  حافظه ثابتبا  ،)DLP(مسيري جايگزين براي حل مسئله لگاريتم گسسته  .ممكن استو در يك تابع هش ساخته شده از  يافتن برخوردمسئله  :تعريف تابع هش
௚,௛ ௤ ௤ ௚,௛ ଵ ଶ ௫భ ௫మ

اگر برخوردي يافت شود، يعني
௫భ ௫మ ௫భᇲ ௫మᇲ و ଵ ଶ ଵᇱ ଶᇱ :داريم) ௫با فرض (آنگاه 

௫భା௫௫మ ௫భᇲ ା௫௫మᇲ       ଶ ଶᇱ ଵᇱ ଵ ଶاگر  ଶᇱآنگاه ، .است௚كه همان 

لگاريتم گسسته از طريق برخوردها ١٠.٢.٣
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:پياده سازي با حافظه ثابت ௤با يك تابع هش رمزنگاري ௚,௛با تركيب  ௤) مانندSHA-2(، تابع تركيبي
௚,௛ برخوردي  ،)Brentيا  Floydمانند الگوريتم ( الگوريتم فضاي كم جستجوي برخوردسپس با استفاده از . تعريف مي شود .يافت مي شودو حافظه در زمان مورد انتظار در  :اين رويكرد يك دوگانگي بنيادي را آشكار مي سازد:نكته فلسفي  .௚,௛ مقاومت به برخورد DLPسختي ثابت شده كه  .بر پايه يافتن برخورد مي سازد الگوريتم حمله اياما همين ساختار مجازي،  حمله به  هر حمله به ساختار، مستقيماً به: دو طرفه هستند كاهش هاي امنيتياين تناقض نيست؛ بلكه نشان مي دهد كه  .فرض پايه تبديل مي شود

لگاريتم گسسته از طريق برخوردها ١٠.٢.٣
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حساب شاخص ها

بخش سʿم



حساب شاخص ها
ر براي محاسبه لگاريتم گسسته د)non-generic( غيرعمومييك روش  نسبت به  زيرنمايياست كه در زمان ) اولبراي (∗௣گروه چرخه اي  -babyمانند رهُو يا (برخلاف الگوريتم هاي عمومي . اجرا مي شود

step/giant-step(ار كه براي هر گروهي كار مي كنند، اين روش به ساخت و  وابسته است) يعني نمايش آن ها به صورت اعداد صحيح(∗௣عددي عناصر  .بهره مي برد فاكتورگيري صحيحاز مفهوم 
الك  الگوريتمالگوريتم حساب انديس از نظر مفهومي شباهت زيادي به  در فاكتورگيري دارد و نيز شامل دو فاز )Quadratic Sieve( درجه دو .است حل مورديو  پيش پردازش
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حساب شاخص ها
پيش فرض ها و نمادها
 :عدد اول.
௣∗ : پايه لگاريتم(مولد گروه.(
௣∗ : عنصري كه مي خواهيم

௚را بيابيم.
 : يك كران بالا)smoothness bound(.
ଵ ଶ ௞ : مجموعه تمام اعداد اول ).پايه فاكتوري(

)Precomputation(پيش پردازش : ١مرحله  .دارد و به نياز تنها و است از مستقل مرحله اين راي بنابراين مي توان آن را يك بار انجام داد و از نتايج ب  و مان با ه(از مسئله لگاريتم گسسته  چندين نمونهحل  .استفاده كرد)  ଵمقدار متمايز در اين مرحله،  ℓ
௣ିଵپيدا مي شوند به طوري كه

௜ ௫೔     باشد، يعني تمام  )B-smooth( صاف-يك عدد  ଵفاكتورهاي اول آن در  ௞اين مقادير با . باشند ௫೔و بررسي صاف بودن ௜انتخاب تصادفي    يافت   .مي شوند
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حساب شاخص ها
، دستگاه معادلات زير به دست ࢏ࢍپس از فاكتور كردن هر  :مي آيد

 

݃௫భ ≡ ෑ ௝݌
௘భ,ೕ

௞

௝ୀଵ
  mod ݌

݃௫మ ≡ ෑ ௝݌
௘మ,ೕ

௞

௝ୀଵ
  mod ݌

 ⋮  
݃௫ℓ ≡ ෑ ௝݌

௘ℓ,ೕ
௞

௝ୀଵ
  mod ݌ .

 (١٠.٣aሻ

و استفاده از ) ݃نسبت به پايه (با گرفتن لگاريتم گسسته از دو طرف  خاصيت
 log ௚ ܾܽ ൌ log ௚ ܽ ൅ log ௚ ܾ  mod   ݌ െ 1 ، :اين معادلات به سيستم خطي زير تبديل مي شوند

 

ଵݔ ≡ ෍ ݁ଵ,௝
௞

௝ୀଵ
⋅ log ௚ ݌ ௝  mod݌ െ 1

ଶݔ ≡ ෍ ݁ଶ,௝
௞

௝ୀଵ
⋅ log ௚ ݌ ௝  mod݌ െ 1

 ⋮  
ℓݔ ≡ ෍ ݁ℓ,௝

௞

௝ୀଵ
⋅ log ௚ ݌ ௝  mod݌ െ 1 .

 (١٠.٣bሻ
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)Individual Logarithm(حل موردي : ٢مرحله  log مي خواهيم داده شده،݄ براي اكنون ௚ ݔ مقدار يك مرحله، اين در .بيابيم را݄
∈ ℤ௣ିଵعدد تا مي شود انتخاب تصادفي به صورت

݃௫ ⋅ ݄ mod ݌ :فرض كنيد. صاف باشد-ܤ
 ݃௫ ⋅ ݄ ≡ ෑ ௝݌

௘ೕ
௞

௝ୀଵ
  mod ݌ .  (١٠.٤)

:با گرفتن لگاريتم گسسته از دو طرف
ݔ  ൅ log ௚ ݄ ≡ ෍ ௝݁

௞

௝ୀଵ
⋅ log ௚ ݌ ௝  mod݌ െ 1 .  (١٠.٥)

log .شناخته شده اند ١ها از مرحله ௝݌ .هستند معلوم௝݁و ݔ:در اين معادله ௚ تنها مجهول
log ௚ logبنابراين مي توان .است݄ ௚ :را مستقيماً محاسبه كرد݄

log ௚ ݄ ≡ ෍ ௝݁
௞

௝ୀଵ
⋅ log ௚ ௝݌ െ ݔ  mod  ݌ െ 1 .
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حساب شاخص ها
پيچيدگي و نكات كليدي

قابل استفاده است  انجام مي شود و براي ه يك بار براي جفت : پيش پردازش قابل اشتراك گذاري است.
زمان پيش پردازش و حل موردي هر دو از مرتبه زيرنمايي هستند: پيچيدگي كلي:
௣ ଵ

ଶ .استكه سريع تر از الگوريتم هاي عمومي 
ر وجود دارد از عناص فاكتورگيري معناداراين الگوريتم فقط در گروه هايي كه امكان : وابستگي به ساختار عددي .كاربرد دارد) ∗௣مانند (
 كاربرد درECC  روي نقاط تعريف » فاكتورگيري عدد صحيح«در گروه هاي منحني بيضوي، مفهوم : ندارد .در كارايي است  ECCهمين دليل اصلي برتري   كار نمي كندنمي شود، بنابراين حساب انديس 
الك ميدان اعدادالگوريتم هايي مانند : نسخه هاي پيشرفته تر )Number Field Sieve(  برايDLP،  همين ايده را

௣بهبود مي دهند و پيچيدگي را به ) ميدان هاي عددي(با ساختارهاي جبري پيچيده تر  .كاهش مي دهندو

منابعنتیجه گیریبخش چهارمبخش سʿمبخش دومبخش اول



حساب شاخص ها
:است مرحله اي دو الگوريتم يك انديس حساب  نهايي جمع بندي 

.كوچك اول اعداد لگاريتم بين خطي روابط يافتن  پيش پردازش•
.خطي روابط از استفاده و اول اعداد همان حسب بر )آن از ضريبي يا( بيان  موردي حل•
عددي ساختار از بهره برداري ௣∗)است كار كليد )صحيح اعداد فاكتورگيري امكان يعني.
حمل محور مزيت يك پيش پردازش اشتراك گذاري قابليت )precomputation 

advantage( مي كند ايجاد مهاجمان براي.
ندارد وجود الگوريتمي چنين كه جايي است بيضوي منحني هاي مانند گروه هايي از استفاده براي اصلي انگيزه آن، زيرنمايي كارايي.
و گيريفاكتور سختي كه مي دهد نشان ،فاكتورگيري در درجه دو الك با همزمان الگوريتم، اين  

DLP  نيستند دسته يك از DLP  است آسان تر اينجا در.
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طول كليدهاي توصيه شده

4بخش 



طول كليدهاي توصيه شده
-brute از هوشمندانه تر حملات با عمل در اما است، امن راً ظاه كه شود طراحي سيستمي است ممكن درك، اين بدون .است )هگسست لگاريتم يا فاكتورگيري مانند( پايه مسائل كستنش براي شناخته شده الگوريتم هاي بهترين پيچيدگي درك مستلزم رمزنگاري پارامترهاي مناسب طول انتخاب
force  مي شود شكسته.

 :)Effective Key Length( »مؤثر كليد طول«
تقريباً  زمان در رمزنگاري مسئله يك حل ايبر الگوريتم بهترين كه به صورتي࢔  مقدار  ૛شود اجرا ࢔.
نمتقار كليد سيستم يك در جامع جستجوي سختي با را مسئله يك سختي معيار، اين  

-ܖ૛ هش يك در برخورد يافتن يا بيتي-ܖ .ندمي ك مقايسه )تولد ◌ٔ حمله اساس بر( بيتي :NISTمعيار 
 براي بسياري  ٢٠٣٠تا سال  بيت ١١٢طول مؤثر .از كاربردها قابل قبول است
 توصيه مي شود بيت ١٢٨حداقل ، ٢٠٣٠فراتر از براي امنيت.
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طول كليدهاي توصيه شده

:مي كند خلاصه مؤثر بيت-࢔ معادل امنيتي سطوح به دستيابي براي را مختلف پارامترهاي طول هاي زير جدول
DLP ܙطول (بيضوي در منحني(DLP  درℤܘ∗) ܙطول , ܘطول(RSA ) بيت(امنيت مؤثر )ۼطول(

ܘ٢٢٤ ൌ ૛૙૝ૡ, ܙ ൌ ૛૛2048112
ܘ256 ൌ ૜૙ૠ૛, ܙ ൌ ૛૞3072128
ܘ384 ൌ ૠ૟ૡ૙, ܙ ൌ ૜ૡ૝7680192
ܘ512 ൌ ૚૞૜ ܙ , ൌ ૞૚૛15360256
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طول كليدهاي توصيه شده
پارامترها طول تفاوت هاي تحليل (ECC( بيضوي منحني هاي .١

.است نشده شناخته مناسب بيضوي منحني گروه هاي درDLP براي زيرنمايي الگوريتم هيچ•
ࡻ زمان در كه هستند پولارد رهُوي مانند عمومي الگوريتم هاي حملات، بهترين بنابراين،• .مي شوند اجراࢗ
:بايد بيتي،-࢔ امنيت به دستيابي براي•

ࢗ ൎ ૛࢔  ⇒ ࢗ  ൎ ૛૛࢔  ⇒ ࢗطول   ൌ ૛࢔ بيت  .
.است كافي بيتي ٢٥٦ ◌ٔ مرتبه با منحني اي بيتي، ١٢٨ امنيت براي كه است دليل همين →• ℤ*_p گروه هاي .٢ :مي كنند رقابت الگوريتم دو اينجا، در

ࡻ پيچيدگي → )رُهو مانند( عمومي الگوريتم هاي• ࢗ به نياز →ࢗ ൎ ૛૛࢔.
܏ܗܔ  به تنسب زيرنمايي پيچيدگي → )اعداد ميدان الك انديس، حساب( اختصاصي الگوريتم هاي• .࢖

،باشدࢗ روي عمومي حمله زمان با برابر تقريباً࢖  روي زيرنمايي ◌ٔ حمله زمان كه كرد انتخاب بزرگ آن قدر را࢖ بايد امنيتي، تعادل براي بنابراين.
࢖ بيتي، ١٢٨ امنيت براي مثلاً( مي دهد افزايش به شدت را࢖ طول نياز، اين ൌ ૜૙ૠ૛كه حالي در بيت 

ࢗ ൌ ૛૞است بيت(.
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طول كليدهاي توصيه شده
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٣ .RSA
 امنيتRSA  استمبتني بر سختي فاكتورگيري.
 سريع ترين الگوريتم، الك ميدان اعداد عمومي)GNFS)  است كه در زمان .اجرا مي شودزيرنمايي نسبت به 
 را آن قدر بزرگ انتخاب كرد كه بيتي، بايد طول -براي معادل سازي با امنيت .GNFS ≈ ௡زمان 
 بيتي ١٢٨بيت براي امنيت  ٣٠٧٢مثلاً (مي شود اين منجر به طول هاي بسيار بزرگ.(



نتیجه گیری



نتیجه گیری
مي كند تعيين را امنيت گروه، ساختار .٣مطلق نه است، نسبي رمزنگاري مسائل سختي .١

می کنند فراهم را ايیکار/امنيت تعادل بهينه ترين بيضوی منحنی های .۴

بهينه اند اما مي كنند، كار گروه ها همه برابر در عمومي الگوريتم هاي .٢
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