


:  نام و نام خانوادگی
سیدساسان میرطاهری

:تاریخ ارائه
1404آذر  24

ارائه فصل هشتم : عنوان 



کامپیوتر: گرایش جناب آقای دکتر لاجوردی: استاد 

ارائه فصل هشتم : عنوان 
یرشته شبکه های کامپیوتر: رشته تا آخر فصل 8.4.2بخش : عنوان 



دکتر لاجوردی
ه معاون فناوری اطلاعات دانشگا

جامع انقلاب اسلامی

استاد مربوطه
سید ساسان میرطاهری

دانشجو

استاد محترم و دانشجو



فهرست مطالب ارائه

بخش 
8.4.2

بخش 
8.5

بخش 
8.6

بخش 
8.7

بخش 
8.8

Increasing the 
Expansion 

Factor
Constructing 

Pseudorandom 
Functions

(Strong) 
Pseudorandom 
Permutations 

فرضیات لازم 
 برای رمزنگاری
کلید خصوصی

Computational 
Indistinguishability 



)Increasing the Expansion Factor(افزایش ضریب بسط  — 8.4.2
از  یک بیت بیشترداشته باشیم که فقط PRG(در این بخش نویسندگان نشان می دهند که اگر یک تولیدکننده شبه تصادفی 

به که  ، می توانیم از آن برای ساختن تولیدکننده ای استفاده کنیم)بیت n+1بیت، خروجی  nیعنی ورودی (ورودی تولید کند 
.خروجی ایجاد کند )به صورت چندجمله ای(اندازه دلخواه 
:به زبان ساده

همان  بیت شبه تصادفی بسازیم، می توانیم این فرآیند را طوری زنجیره کنیم که از n+1بیتی،  nاگر بتوانیم از یک ورودی 
بیت خروجی تولید شودn + poly(n)بیت، یا n+100مثلاً ورودی 
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8.19قضیه 
  ،polyوجود داشته باشد، آنگاه برای هر چندجمله ای  n+1با ضریب بسط  Gاگر یک تولیدکننده شبه تصادفی 

.است poly(n)وجود دارد که ضریب بسط آن Ĝتولیدکننده ای به نام 
ایده کلی اثبات

.خروجی بدهد بیت n+2می خواهیم تولیدکننده ای بسازیم که : برای شروع، حالت ساده را در نظر می گیریم
:Ĝروش کار 

.بیت به دست آید n+1را اجرا کن تا  G(s). در نظر بگیر sورودی  seedیک 1.

.2n  بیت اول خروجی اول را دوباره به عنوانseed  جدید واردG کن.

.بیت آخر خروجی اول را هم به انتها اضافه کن3.
.بیت می شود n+2به این ترتیب خروجی جدید 

.نشان داده شده است 8.1شکل این فرآیند در 
:نکته مهم این است که

.است شبه تصادفی seedتصادفی واقعی نیست بلکه یک  seedاجرا می شود، ورودی آن دیگر یک  Gبار دوم که 
.اثبات نشان می دهد که این موضوع آسیبی به امنیت یا شبه تصادفی بودن خروجی نمی زند



ساخت توزیع ها برای اثبات
•H0
.بیتی انتخاب می شودnتصادفی t₀یک •
.تولید می شود  Ĝ(t₀)خروجی •
•H1
.بیتی انتخاب می شود n+1یک رشته تصادفی•
•n  بیت اول آن به عنوان ورودیG  استفاده می شود و

.بیت آخر همان آخر خروجی است
•H2
.بیتی است n+2یک رشته کاملاً تصادفی •
تشخیص دهد؛ H2را از H0هدف اثبات این است که هیچ الگوریتم کارای تمایزدهنده ای نتواند •

.شبه تصادفی استĜیعنی خروجی 

1

2

3
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مرحله دوم. 2مرحله سوم. 3مرحله چهارم. 4

:اثبات شامل دو مرحله است
" Hybrid"ایده اصلی اثبات با استدلال 

مرحله اول. 1

نیز  H2و  H1نشان می دهد •
.قابل تشخیص نیستند

از  H1و  H0نشان می دهد •
یص نظر محاسباتی قابل تشخ

.نیستند

:نتیجهاز ترکیب این دو 
از دید هر Ĝیعنی خروجی •

خیص غیرقابل تشمتمایزکننده ی کارا، 
.است از تصادفی

H1 ≈ H2و  H0 ≈ H1اگر  H0 ≈ H2پس 
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p(n)گسترش به حالت کلی 
:بار تکرار می کنیم p(n)بیت تولید کنیم، این فرآیند را  n + p(n)اگر بخواهیم خروجی 

t₀ابتدا  = s
:p(n)تا  1از iبرای 

n  بیت اولti−1  واردG می شود
تمام خروجی قبلی به انتهای خروجی جدید اضافه می شود

.خروجی نهایی است tp(n)در نهایت 
:عمومی معرفی می کنند Hybrid Argumentبرای این بخش، نویسندگان یک 

تعریف شده اند؛ هر کدام نمایانگر مرحله ای هستند  H_{p(n)}تا  H0در آن، توزیع های 
.که در آن تعدادی از ورودی ها تصادفی هستند و بقیه شبه تصادفی
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:نتیجه نهایی
Ĝیک تولیدکننده شبه تصادفی با بسط دلخواه است.



8.4.2جمع بندی پایانی بخش 

که hcسخت  predicateو  fدر نهایت، با ترکیب این روش با تابع یک طرفه 
:با بسط دلخواه ساخته می شود PRGدر بخش قبلی معرفی شد، یک 

ȗهدف اصل 

.برای تولید هر بیت استفاده می شودhcچند بار و از  fکه در آن از 
.در رمزنگاری مدرن است PRGاین تکنیک اساس بسیاری از ساختارهای 

ȗاهداف فرع 
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 Constructing Pseudorandom(ساخت توابع شبه تصادفی  – 8.5
Functions(
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رابر ورودی در این بخش نشان داده می شود که چگونه می توان از یک تولیدکننده شبه تصادفی که خروجی اش دو ب
.ساخت تابع شبه تصادفییک  ،) length-doubling PRG(است 

این  ،kبیتی نگاشت کند، طوری که برای هر کلید   nبیتی را به خروجی   nهدف، تعریف تابعی است که ورودی 
.ظاهری کاملاً تصادفی داشته باشد F_kتابع 



ایده اصلی

13 

بیتی طوری نگاشت کند  nبیتی را به خروجی های  nشبه تصادفی باشد، باید ورودی های  Fاگر یک تابع 
:که
.از دید یک متمایزکننده کارا تقریباً تصادفی باشد F_k(s)تابع  ،kبرای هر کلید •
.کارآمد باشد F_k(x)محاسبه •
.ورودی، رفتار مشابهی داشته باشد n^2نسبت به یک تابع کاملاً تصادفی روی •

:پیچیدگی
.بیتی است nخروجی  n^2بیت، دارای  nتابع تصادفی روی 

کل خروجی را به طور کامل بسازیمبسازیم، نباید مجبور شویم  PRGاگر بخواهیم این را با یک 
.را بدون محاسبه همه چیز به دست آوریم F_k(x)باید بتوانیم مقدار ). که نمایی است( 



بیتی ۲نمونه ساده با ورودی 
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:است 2nبا ضریب بسط  PRGیک  Gفرض کنید 
G(k) = G₀(k) || G₁(k)

.بیت nهرکدام . که دو نصف خروجی را تشکیل می دهد
:بیتی، تابع زیر را تعریف می کنند ۲نویسندگان برای ورودی های 

F_k(00) = G₀(G₀(k))
F_k(01) = G₁(G₀(k))
F_k(10) = G₀(G₁(k))
F_k(11) = G₁(G₁(k))

:ایده
می نامیم؛ سپس بسته به بیت های ورودی،  G₁(k)و  G₀(k)می کنیم و آن دو خروجی را  PRGرا وارد  kابتدا کلید 

.می کنیم Gدوباره یکی از این دو را وارد 



شبه تصادفی بودن
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چرا این چهار مقدار شبه تصادفی هستند؟
.مثل دو مقدار تصادفی اند G₁(k)و  G₀(k)شبه تصادفی است، پس  G(k)چون  •
:کنیم Gاگر آن ها را وارد  •

G(G₀(k))  وG(G₁(k)) نیز شبه تصادفی اند.
.بیتی هستند nخروجی تصادفی  ۴پس هر چهار مقدار، غیرقابل تشخیص از  •

.استفاده می شود Hybrid Argumentبرای اثبات رسمی از 



بیتیnگسترش به ورودی های 
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:بیتی تعمیم داد nایده قبلی را می توان به ورودی های 
:بیت در نظر می گیریم nرا مانند رشته ای با  xهر ورودی 

x = x₁ x₂ ... xₙ
و شروع می کنیم و هر بار با توجه به بیت بعدی، یکی از د kسپس از 

:را اعمال می کنیمG₁یا G₀شاخه 
F_k(x) = G_{xₙ}( ... G_{x₂}( G_{x₁}(k) ) ... )

:است nپیمایش یک درخت دودویی کامل با عمق این ساختار مانند 
kمقدار : ریشه•
G₁یا  G₀اعمال : هر سطح •
برای یک ورودی خاصF_kخروجی : برگ •

).3درخت دودویی با عمق (ارائه شده است  8.2در شکل 

مزیت مهم
:را حساب کنیم F_k(x)اگر بخواهیم مقدار 

.نیازی نیست کل درخت را بسازیم•
.اجرا شود Gبار تابع  nفقط کافی است •

برگ دارد، محاسبه  n^2با اینکه درخت 
.هزینه دارد  O(n)مقدار یک برگ فقط 



Construction 8.20)(صورت رسمی ساخت 
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:به شکل زیر تعریف می شود Fتابع شبه تصادفی 
F_k(x₁ x₂ ... xₙ) = G_{xₙ}( ... ( G_{x₂}( G_{x₁}(k) )) ... )

:که در آن
•G خروجی خود را به دو قسمت تقسیم می کند:

•G₀(v): نصف اول
•G₁(v): نصف دوم



این ساخت یک تابع شبه تصادفی است: 8.21قضیه 
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:بیان
باشد، آنگاه تابع  2nیک تولیدکننده شبه تصادفی با ضریب بسط  Gاگر 
F  حاصل ازConstruction 8.20  تابع شبه تصادفی صحیح و امنیک 

.است
ایده اثبات

همچنان شبه تصادفی است PRGخروجی  tترکیب : مرحله اول:اثبات در دو مرحله است
:نشان داده می شود که

را کنار هم بگذاریم،  Gخروجی  t(n)تعداد  ،Gاگر به جای یک خروجی 
.این بلوک بزرگتر هنوز از تصادفی قابل تشخیص نیست

.انجام می شود hybridاین بخش با یک روش 
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PRFساخت : مرحله دوم
.انتخاب می شود (Hybridمنطبق با مدل (یک مقدار نود به طور تصادفی iدر سطح . در نظر بگیرید nدرختی با عمق 

:تعریف می شوندHᵢتوزیع های 
•H₀:  همان ساخت (فقط ریشه تصادفی استF_k)
•Hₙ:  یک تابع کاملاً تصادفی(همه برگ ها تصادفی اند(

.است PRGتشخیص داد، به معنای شکستن Hᵢ₊₁را از Hᵢاگر بتوان 
:امن است Gولی چون 

H₀ ≈ H₁ ≈ H₂ ≈ ... ≈ Hₙ
.قابل تشخیص از یک تابع کاملاً تصادفی نیستF_kدر نتیجه خروجی 

.معتبر است تابع شبه تصادفییک  Fاین نشان می دهد 
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8.5جمع بندی بخش 
.ساخت PRFبا خروجی دو برابر ورودی، می توان یک  PRGاز یک •
.مسیر انتخابی از یک درخت دودویی کامل طی می شود ،xبرای هر ورودی •
.ثابت می شود Hybrid Argumentامنیت از طریق •
•PRF  ،ها پایه بسیاری از سازه های رمزنگاری مثل بلاک سایفرMAC  هستند… و.



Strong Pseudorandom Permutationsساخت جایگشت های شبه تصادفی  – 8.6
هدف بخش

:در این بخش نشان داده می شود

 نکته اول
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جایگشت یک ،تابع شبه تصادفیچگونه می توان با استفاده از یک•
.ساخت(PRP)شبه تصادفی

برای (Feistel Network)شبکه فایستلاستفاده از ساختار معروف•
.ایجاد یک تابع قابل وارون سازی

:این که با تعداد راندهای مناسب، شبکه فایستل می تواند•
→راند۳با• PRPبسازد
→راند۴با• SPRP)بسازد) جایگشت شبه تصادفی قوی



)Feistel Network(شبکه فایستل 

L₀ , R₀
•Rᵢ = Lᵢ₋₁ ⊕ fᵢ(Rᵢ₋₁)

Lᵢ = Rᵢ₋₁

22 

ک شبکه فایستل یک روش استاندارد برای تبدیل هر تابع به ی
.است جایگشت قابل وارون سازی

:بیتی تقسیم می شود nبیتی به دو نیمه  ۲nیک ورودی 
:در هر راند

).لازم نیست وارون پذیر باشد(دلخواه است n→nیک تابع fᵢکه 
:نتیجه مهم

.شبکه فایستل همیشه وارون پذیر است
.باشد DESاین ویژگی باعث شده اساس بسیاری از بلاک سایفرها مثل 
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اما نا امن  PRPساخت اولین
.یک تابع شبه تصادفی باشد Fفرض کنید 

:Fفقط یک راند فایستل با : تعریف ساده اول
F^(1)ₖ(x) = Feistel_Fk(x)

.است ناامناما این ساخت 
چرا؟

:در یک راند فایستل
L₁نصف دوم ورودی است = خروجی نصف اول  = R₀

.در یک جایگشت تصادفی چنین رابطه ای وجود ندارد
.نیست PRPپس این ساخت  →بنابراین یک مهاجم می تواند خیلی راحت این الگو را کشف کند 

24 



Two-round Feistelساخت دو راندی 

…اما

قطعاً نا امن →راند  1 همچنان نا امن →راند  2

.شبه تصادفی نیستاین حالت نیز 
:بنابراین

25 



k₃با کلید  Fتابع : راند سوم 

8.22قضیه 
،یک تابع شبه تصادفی باشد Fاگر 

ساخت سه راندی فایستل، یک 
.است  PRPجایگشت شبه تصادفی

k₂با کلید Fتابع:  راند دوم

k₁با کلید Fتابع:  راند اول

ستسه راند کافی ا: قضیه بسیار مهم

26 

F^(3): راندی 3ساخت  :یعنیF^(3){k₁,k₂,k₃}(x) = Feistel{F_{k1}, F_{k2}, F_{k3}}(x):ایده
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)بسیار ساده شده برای ارائه(خلاصه ای از ایده اثبات 
.واقعی، توابع کاملاً تصادفی هستند PRFبه جای f₁، f₂، f₃در اثبات، فرض می کنیم سه تابع 

:سپس نشان داده می شود
روی نیمه های میانی ناچیز است collisionاحتمال برخورد•
نداگر برخورد وجود نداشته باشد، خروجی فایستل مانند یک جایگشت تصادفی عمل می ک•
متمایزکننده نمی تواند تشخیص دهد سیستم واقعی از سیستم تصادفی است•

.و تحلیل احتمالاتی استفاده می کندHybrid Argumentاثبات از روش 
ت در نهایت ثابت می شود که با احتمال بالا، خروجی ها طوری توزیع می شوند که از یک جایگش

.واقعی غیرقابل تمایز است
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نیست Strongاین ساخت هنوز 
.نیست SPRPاست اما   PRPفایستل سه راندی 

:یعنی
امن است →اگر مهاجم فقط به جلو دسترسی داشته باشد •
امن نیست →اگر مهاجم به تابع معکوس هم دسترسی داشته باشد •

.نیاز به یک راند اضافه داریم SPRPبرای 
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Strong Pseudorandom Permutation –راندی  4ساخت 
.ارائه شده است Construction 8.23این ساخت در 
راندی 4تعریف ساخت 

:ورودی
k₁, k₂, k₃, k₄شامل چهار زیرکلید  kکلید •
R₀و L₀شامل  xورودی •

:محاسبات
.1L₁ = R₀

R₁ = L₀ ⊕ F_{k₁}(R₀)
.2L₂ = R₁

R₂ = L₁ ⊕ F_{k₂}(R₁)
.3L₃ = R₂

R₃ = L₂ ⊕ F_{k₃}(R₂)
.4L₄ = R₃

R₄ = L₃ ⊕ F_{k₄}(R₃)
L₄: خروجی , R₄
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8.24قضیه 
باشد، PRFیک  Fاگر 

.است SPRPاین ساخت چهار  راندی یک جایگشت شبه تصادفی قوی 
:این یعنی

forward oracleهم در حالت عادی •
inverse oracleهم در حالت دسترسی به معکوس 

.قابل تشخیص از یک جایگشت تصادفی واقعی نیست
.نیاز داریم AESاین دقیقاً همان خاصیتی است که در بلاک سایفرهای مدرن مانند 

8.6جمع بندی بخش 
.شبکه فایستل راهی عمومی برای ساختن یک تابع قابل معکوس سازی است1.
:در راندهای فایستل استفاده کنیم PRFاگر از 2.

امن PRP →راند  1۳.

)مانند بلاک سایفر واقعی(امن  SPRP →راند  2۴.
.این نتیجه اساس بسیاری از الگوریتم های رمزنگاری بلاکی است3.



جداول

 →وجود داشته باشد  PRFاگر 
قوی  جایگشت شبه تصادفیمی توان 
SPRPساخت.

.دتوابع یک طرفه هم لازم و هم کافی ان•
فرض لازم برای داشتن حداقلیعنی•

رمزنگاری کلید خصوصی همین یک 
.فرض است

 →وجود داشته باشد  PRGاگر•
(PRF)تابع شبه تصادفیمی توان
.ساخت

وجود داشته پر موتیشن یک طرفهاگر یک•
تولیدکننده می توان یک →باشد 

.ساخت(PRG)شبه تصادفی

فرضیات لازم برای رمزنگاری کلید خصوصی – 8.7

31 
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PRG →وجود تابع یک طرفه
8.27گزاره 

اگر یک تولیدکننده شبه تصادفی وجود داشته باشد،
.آنگاه توابع یک طرفه نیز وجود دارند

ایده اثبات
.باشد 2nبا ضریب بسط  PRGیک  Gفرض کنید 

.یک تابع یک طرفه است Gمی خواهیم نشان دهیم که خود 
چرا؟

.شبه تصادفی نیست Gرا معکوس کند، می تواند تشخیص دهد خروجی  Gاگر کسی بتواند •
آمده باشد، معکوسش وجود دارد؛ Gچون اگر خروجی واقعاً از •

.ولی اگر کاملاً تصادفی باشد، احتمال اینکه قابل معکوس سازی باشد بسیار کم است
:پس

.PRGخلاف تعریف  →تمایز دادن ممکن می شود  →اگر معکوس کردن ممکن باشد 
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تابع یک طرفه →رمزنگاری خصوصی 
تابع یک طرفه را  لزوماً وجود یک سیستم رمزنگاری کلید خصوصی امننویسندگان سپس بررسی می کنند که آیا یک 

.نتیجه می دهد
8.28گزاره 

:اگر یک رمزنگاری کلید خصوصی وجود داشته باشد که
(EAV-secure(در برابر استراق سمع ایمن باشد •
رمز کند بیت nرا با کلیدی به طول  بیت ۲nپیام هایی به طول •

.یک تابع یک طرفه وجود داردآنگاه 

ایده اثبات
:زیر را تعریف کنید fتابع 

f(k, m, r) = Enc_k(m ; r) || m
:که در آن

•k:  کلیدn بیتی
•m:  ۲پیامn بیتی
•r: بیت های تصادفی رمزنگاری
:خروجی شامل•

•ciphertext
پیام اصلی•
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MAC تابع یک طرفه →ها
:نویسندگان اشاره می کنند

ایمن وجود داشته  MACنیز نشان می دهد که اگر ) کتاب 4.2تعریف (ها MACتعریف استاندارد 
.نیز وجود دارد تابع یک طرفهباشد، 

:دلیل کلی
•MAC باید در برابر جعل حتی پس از مشاهده تعداد زیادی تگ مقاوم باشد.
.ها فقط برای تعداد پیام محدود ایمن اندunconditional) MAC(در حالت غیرمشروط •
.نیازمند تابع یک طرفه →نیازمند سازه های محاسباتی  →امن در حالت کلی  MACبنابراین •
.)اثبات آن پیچیده تر است و در این بخش ارائه نمی شود(



35 

نتیجه گیری بسیار مهم این بخش
8.25قضیه 

:همه موارد زیر وجود دارند →اگر توابع یک طرفه وجود داشته باشند
•PRG
•PRF

8.26قضیه 
اگر توابع یک طرفه وجود داشته باشند،

.امن نیز وجود دارند  MACو Authenticated Encryptionآنگاه رمزنگاری متقارن 
:این یعنی

.توابع یک طرفه حداقل فرض لازم و کافی برای کل رمزنگاری کلید خصوصی هستند
:به عبارت دیگر

.است یک تابع یک طرفهآن چه برای رمزنگاری خصوصی نیاز داریم فقط •
.نه بیشتر، نه کمتر•

.این نتیجه یکی از ستون های نظریه رمزنگاری است و در بسیاری از مقالات بنیادی به آن استناد می شود



Computational Indistinguishabilityنامتمایزپذیری محاسباتی  – 8.8

1 

3 

2 

:به طور غیررسمی
ند اگر هست نامتمایزپذیر از نظر محاسباتی Yو  Xدو توزیع 

نتواند  PPT distinguisherهیچ الگوریتم کارای تصادفی 
جز با احتمال  ،Yبوده یا از  Xتشخیص دهد ورودی اش از 

.ناچیز

:به بیان ساده
یده د" تقریباً یکسان"از دید هر الگوریتم عملی  Yو  Xاگر 

.نامتمایزپذیر محاسباتی اند X ≈ Yشوند، آنگاه می گوĐم 

مفهوم اصلی
.است نامتمایزپذیری محاسباتی مفهومی بنیادین در رمزنگاری

ین چه در ا(در واقع، تقریباً تمام تعاریف امنیتی در رمزنگاری 
.مبتنی بر همین مفهوم هستند) ۳فصل و چه در فصل 

36 
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ایده شهودی
.است sداشته باشیم که ورودی اش یک رشته  Dفرض کنید یک الگوریتم 

:اگر
•s  ازX  ،انتخاب شده باشدD  می دهد ۱معمولاً خروجی.
•s  ازY  ،انتخاب شده باشدD  می دهد ۰معمولاً خروجی.

.بتواند این دو حالت را به طور قابل توجه تشخیص دهد، دو توزیع قابل تشخیص هستند Dاگر 
:اما اگر اختلاف احتمالات

Pr[D(X) = 1] − Pr[D(Y) = 1]
،(negligibleیا  poly(n)/1مثلاً کوچکتر از (بسیار کوچک و ناچیز باشد 

.توان تشخیص ندارد Dآنگاه 
.ها را تعریف کردیمPRGاین دقیقا به همان شکلی است که قبلاً 
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Probability Ensemblesتوزیع های شاخص 
:ی گیریمدر نظر م دنباله از توزیع هابرای داشتن تعریف دقیق و قابل تحلیل، توزیع ها را به صورت یک 

X = {Xₙ}
Y = {Yₙ}

.داریم) ولی هم مرتبط(یک توزیع متفاوت  nکه در هر 
.است پارامتر امنیتمعمولاً همان  nمنظور از 

باشند؛ قابل نمونه برداری کاراما فقط با دسته ای از توزیع ها کار داریم که : نکته
.را بسازدXₙیعنی الگوریتمی بتواند در زمان چندجمله ای، نمونه های 
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Definition 8.29تعریف رسمی 
:نامتمایزپذیر محاسباتی هستند، اگر Yو  Xدو توزیع 

،Dتمایزدهنده کارا  هربرای 
:اختلاف زیر ناچیز باشد

Pr[D(1ⁿ, Xₙ) = 1] − Pr[D(1ⁿ, Yₙ) = 1] ≤ negligible(n)
:نکات مهم

•D  1ورودیⁿ را دریافت می کند تا مجاز باشد زمانش بر اساسn باشد.
.یک استاندارد است تا طول پارامتر امنیت شناخته شود1ⁿاستفاده از •
•negligible(n)  1یعنی کوچک تر از هر/n^cبه اندازه ای که در عمل صفر فرض می شود.

:به صورت خلاصه
X  وY از نظر محاسباتی قابل تشخیص نیستند.
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PRGارتباط با تولیدکننده شبه تصادفی 
:را حالا می توان بسیار دقیق تر بیان کرد PRGتعریف 

:شبه تصادفی است اگر ،Gیک تولیدکننده 
خروجی اش بزرگ تر از ورودی باشد•
باشندUₗ₍ₙ₎نامتمایز از توزیع یکنواخت  G(Uₙ)خروجی های •

:یعنی
}G(Uₙ)} ≈ {Uₗ₍ₙ₎}

.است pseudorandom generatorیک  Gاین دقیقاً همان تعریف رسمی است که می گوید 
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Multiple Samplesچند نمونه گیری 
:یکی از مهم ترین نتایج در نامتمایزپذیری محاسباتی

8.31قضیه 
نامتمایزپذیر باشند، Yو  Xاگر دو توزیع 

.نیز هنوز نامتمایزپذیر است تعداد چندجمله ای از نمونه هاآنگاه دریافت 
:به زبان ساده

نباشد، Yقابل تشخیص از  Xدر صورتی که یک نمونه از 
بدهید، Yیا  Xحتی اگر به الگوریتم تعداد زیادی نمونه از 

.باز هم نمی تواند تشخیص دهد
PRFدر ساخت  8.5این نتیجه، پایه بسیاری از اثبات های مهم است از جمله در بخش 

کاربرد مثال
:باشد و PRGیک  Gاگر 

G(Uₙ) ≈ U₂ₙ
:آنگاه

)G(Uₙ), G(Uₙ), ..., G(Uₙ)) ( به تعدادt(n) بار(
≈
)U₂ₙ, U₂ₙ, ..., U₂ₙ)

.چندجمله ای باشد t(n)به شرط اینکه 
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:نامتمایزپذیری محاسباتی پایهٔ تمامی موارد زیر است
امنیت رمزنگاری متقارن
امنیت رمزنگاری نامتقارن
PRF ،PRP ،MAC ،PRG

رمزنگاری مبتنی بر شبکه فایستل
hybrid argumentاثبات های مبتنی بر 

semantic securityامنیت 
indistinguishability under chosen ciphertext attack (IND-CCA)

.در حقیقت، بدون این مفهوم هیچ تعریف استاندارد امنیت در رمزنگاری امکان پذیر نبود



8.8جمع بندی بخش 
.دو توزیع زمانی نامتمایز هستند که هیچ الگوریتم کارا نتواند آن ها را از هم تشخیص دهد

.رمزنگاری است primitivesو تمام  PRG، PRFاین مفهوم پایه ی اصلی تعریف 
.برای تعریف دقیق ضروری است probability ensemblesاستفاده از 

Theorem 8.31تعداد چندجمله ای نمونه ها نیز امنیت را از بین نمی برد 
 Computationalو مفهوم  Hybrid Argumentتقریباً تمام اثبات ها در رمزنگاری مدرن مبتنی بر 

Indistinguishabilityهستند.
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اهمیت این مفهوم



ابا تشــکر از توجــه شـــم مخصوصا شما استاد


