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قضیه »را معرفی کنیم و بعداً  Miller–Rabinدر این قسمت می خواهیم آزمون اول بودن
.را درباره ی درستی آن ثابت کنیم« ۹.۳۳

تکیه دارد، اما نتیجه ی این ( گروه ها و قضیه ی فرما) 9.1.5این آزمون روی مطالب بخش 
.بخش دیگر در ادامه ی کتاب مستقیماً استفاده نمی شود

ت و ایده ی اصلی این است که یک خاصیت عددی پیدا کنیم که برای همه ی اعداد اول درس
.برای بیشتر اعداد مرکب غلط باشد

با آن هم اول اند N−1تا 1اول باشد، همه ی اعداد  Nاگر . عدد ورودی تست باشدNفرض کن
.استN−1برابر Z*_Nو اندازه ی گروه 

:داریمN−1…  1در بازه ی  aدر این حالت برای هر عدد 
a^(N−1) ≡ 1 (mod N)

.این همان شکل گروهیِ قضیه ی کوچک فرماست و نقطه ی شروع آزمون ماست

هدف این بخش –رابین –آزمون میلر
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در یک نگاه 9.2.2هدف 

•Z*_N تا1عددهای : یعنیN−1 که باN نسبت به هم اول اند(gcd(a,N)=1) و ضربشان” 
.یک گروه می سازد N ”مد

واقعاً  Nولی ممکن است) primeمی گوید Nالگوریتم برای: یعنی” پاس کردن تست“•
.)مرکب باشد

•witness (شاهد )عدد: برای مرکب بودنa که نشان می دهدN قطعاً مرکب است
.(a^(N−1) mod N ≠ 1مثلً )
•strong witness (شاهد قوی :)نسخه ی قوی تر که زنجیره ی توان ها را چک می کند.
•strong liar: عددa کهN مرکب است ولی الگوریتم با آنa اشتباهprime می گوید.
.با چند بار تکرار خطا نمایی کم شود⇒کم باشند ” ها“liarکاری کنیم: هدف احتمالاتی•
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بیتی nتولید یک عدد اول تصادفی  – ۹.۳۴الگوریتم 
n: ورودی•
(تقریباً یکنواخت)بیتی  nیک عدد اول : خروجی•
: n^2 3تا  1از  iبرای•
بردار {n−1}^{0,1}به صورت یکنواخت از  'pیک رشته(1•
•2 )p = 1 || p’ ( می گذاریم تا عدد  1بیت اول راn بیتی شود)
اجرا کن n^1با پارامتر  pرابین را روی –تست میلر( 3•
را برگردان pبود،prime”“اگر خروجی ( 4•
fail: اگر تا آخر پیدا نشد•
:نکتهٔ ارائه ای•
”  بیتی تقریباً یکنواخت nعدد اول“یک  pباشد، primeشرطی بر این که خروجی واقعاً  -•

.است
(.سرعت بیشتر)فرد باشد  pمی گذارند تا 1بیت آخر را : بهینه سازی رایج در عمل -•
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:ایده این است
 a^(N−1) mod Nانتخاب می کنیم و مقدار  N−1…  1را به طور یکنواخت از مجموعه ی  aیک عدد

.را حساب می کنیم
:نباشد، یعنی ۱اگر نتیجه مساوی 

a^(N−1) ≠ 1 (mod N)
.نمی تواند اول باشد و حتماً مرکب است Nآن وقت

مطمئن   ۱۰۰ پاس کرده ایم، ولی هنوز  aشود، این تست را برای این  ۱اگر نتیجه مساوی 
.اول است Nنیستیم که

 Primality testing: first attempt – ۹.۳۵کتاب این ایده را به صورت رسمی در الگوریتم 
.تکرار می کند aبار برای مقادیر تصادفی مختلف tمی نویسد و تست را 

(۹.۳۵الگوریتم )ساختن یک تست ساده ی اول بودن 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

a = 3و  N = 7: عدد اول
3^6 = 729  

:است؛ یعنی 1تقسیم کنیم، باقیمانده ی آن  ۷و اگر آن را بر 
3^6 ≡ 1 (mod 7)

.تست را پاس می کند aبرای این N = 7پس
a = 2و  N = 15:عدد مرکب

:می شود؛ یعنی 4تقسیم کنیم، باقیمانده ی آن  ۱۵ را حساب کنیم و بر  14^2اگر 
2^14 ≡ (mod 15) 4

.قطعاً مرکب است 15فرق دارد، پس همین یک محاسبه کافی است تا بفهمیم  1که با 

مثال عددی برای فهم تست
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:داریم N−1… 1های a همه یاول باشد، برای  Nاگر
a^(N−1) ≡ 1 (mod N)

.«مرکب»پس این تست هیچ وقت اشتباه نمی گوید 
رابطه ی بالا برقرار  aاز انتخاب های بخش بزرگیمرکب باشد، معمولاً برای  Nاما اگر 

:نیست، یعنی
a^(N−1) ≠ 1 (mod N)

.می نامیم Nمرکب بودن« شاهد»هایی را aچنین 
عدد تصادفی، شانس این که هیچ شاهدی انتخاب نشود و  tبا تکرار تست برای
بیشتر باشد، این احتمال خطا  tخیلی کم می شود و هرچه ،primeبه اشتباه بگوییم 
.کوچک تر می شود

چرا تست را چند بار تکرار می کنیم؟
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:دو کار اصلی در این تست داریم1رابین–آزمون میلر
-square-andکه با الگوریتم های استاندارد مثل روش a^(N−1) mod Nمحاسبه ی
multiply در زمان چندجمله ای نسبت به طول بیت هایN انجام می شود.

که ( اگر لازم شود) gcd(a, N)و محاسبه ی N−1… 1یکنواخت از بازه ی  aانتخاب یک 
.آن هم در زمان چندجمله ای قابل انجام است

می توانیم احتمال  tاست و با انتخاب مناسب  سریعبنابراین این تست از نظر تئوری 
.خطای آن را تا هر حد دلخواه کوچک کنیم

پیچیدگی زمانی و قابل اجرا بودن تست
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:الگوریتمی که تا الان ساختیم این طوری عمل می کند
≡ a^(N−1):داریمN−1… 1در بازه ی aباشد، برای همه ی انتخاب های  اولواقعاً Nاگر  1 (mod N)

.می دهد primeخروجی همیشهبرقرار نمی شود و الگوریتم "a^(N−1) ≠ 1 (mod N)پس هیچ وقت شرط 
a^(N−1) ≠ 1 (mod N):پیدا کنیم که برایشaباشد، هر وقت در یکی از تکرارها عددی مرکبNاگر 

.می دهد compositeمرکب است و الگوریتم خروجیNفوری نتیجه می گیریم
:یعنی

.انتخاب نشودa^(N−1) ≠ 1 (mod N)ای با aعدد مرکب را فقط وقتی از دست می دهیم که در تمام تکرارها، هیچ 

Nرفتار کلی الگوریتم نسبت به 
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:آن وقت،gcd(a, N) ≠ 1نباشد یعنی Z*_Nدر aاگرکتاب یک نکته ی ظریف می گوید
gcd(a, N) = d > 1

a^(N−1)  هم حتماً باNهمین مقسوم علیه مشترکdرا دارد،پسgcd(a^(N−1), N) ≠ 1می شود.
هم اول Nهمیشه با ۱باشد،چون  ۱دارد، نمی تواند هم مانده ی  ۱مقسوم علیه مشترک بزرگ تر از  Nاما عددی که با 

(.دارد ۱مقسوم علیه مشترک )است 
≡ a^(N−1)محال است ،gcd(a, N) ≠ 1پس اگر  1 (mod N) برقرار باشد.

 برای.هستند و حتی لازم نیست زیاد به آن ها فکر کنیم Nهایی خودبه خود شاهد مرکب بودن aدر نتیجه چنین 
:همین کتاب می گوید

نباشد، همین Z*_Nدرa؛ چون اگر«هستند Z*_Nهایی که در aاز این به بعد توجه مان را محدود می کنیم به »
.مرکب استNرا ببینیم، می فهمیمgcd(a, N) ≠ 1که

.a = 5و N = 15بگذار  :مثال خیلی ساده
gcd(5, 15) = 5 ≠ 1، پسa  درZ*_15نیست.

 بخش پذیر است یا دست کم مقسوم علیه مشترک ۱۵ هم هنوز بر ( …، 125=  3^5، 25=  2^5مثلً ) ۵هر توانی از 
.ندارد ۱هیچ مقسوم علیه مشترکی جز  ۱۵ با  ۱شود، چون  ۱نمی تواند برابر mod 15(14)^5پس .دارد ۱۵ با  ۵

.مرکب است؛ اصلً نیازی به قضیه ی فرما هم نیست ۱۵ خودش نشان می دهد a = 5یعنی همین 

برای ما مهم اند؟Z*_Nهای داخلaچرا فقط
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:یک اسم می گذاردZ*_Nکتاب حالا برای اعداد داخل
باشد  Z*_Nدر aفرض کن 

.(gcd(a, N) = 1و a ≤ N−1≥  1یعنی )
:داشته باشیمaاگر برای این 

a^(N−1) ≠ 1 (mod N)
.استwitnessاست، یا به اختصار یک Nشاهد مرکب بودن یک aآن وقت می گوییم 

:معنی اش ساده است
نمی تواند عدد اول باشد، چون برای عدد اول بایدNکه« شهادت می دهد»دارد  aاین 

  a^(N−1) ≡ 1 (mod N)
.باشد و اینجا این اتفاق نمی افتد

(شاهد مرکب بودن) witnessتعریف 
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:را تعریف کردیم، امید منطقی ما این است witnessحالا که 
.وجود داشته باشد witnessمرکب باشد، تعداد زیادی Nوقتی 

را aشاهد باشد، آن وقت وقتی الگوریتم چند بار به طور تصادفیZ*_Nاگر بخش بزرگی از
انتخاب می کند،

.ی انتخاب نشود، خیلی کم می شود witnessاحتمال این که هیچ 
را می بیند و  witnessبرای اعداد مرکب، الگوریتم با احتمال بالا در یکی از تکرارها: نتیجه

compositeمی گوید 
:کتاب در این نقطه می گوید

.وجود داشته باشد witnessاین شهود درست است، به شرطی که حداقل یک
های زیادی witnessوجود داشته باشد، در واقع  witnessاگر یک»برای این که نشان بدهیم 

معرفی می کند و بعد با  (group-theoretic lemmas)، کتاب دو تا لم گروهی«وجود دارند
.آن ها این ادعا را اثبات می کند

.اون دو لم و ادامه ی استدلال هنوز تو متنی که دادی نیامده و بعداً می آید

زیاد باشد؟ witnessچرا امیدواریم: شهود احتمالی
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.در این بخش دو نتیجه از نظریهٔ گروه ها لازم داریم
که تحت  Gیک زیرمجموعهٔ غیرخالی از  Hیک گروه متناهی باشد و  Gاگر : قضیهٔ کمکی اول می گوید

درواقع  H، آن وقت (باشد Hهم در a·bباشند، Hدر bو aیعنی هر وقت )عمل گروه بسته است 
.است Gیک زیرگروه از

 a⁻¹و ۱می مانند و در نهایت به  Hداخل aتوان های  Hدر aبرای هر،Gبه خاطر متناهی بودن 
هم عنصر واحد را دارد و هم معکوس هر عضو را، بنابراین شرایط زیرگروه بودن  Hمی رسیم؛ پس
.کامل می شود

حداکثر نصف  Hآن وقت اندازهٔ،H ≠ G)یعنی )باشد  Gیک زیرگروهِ واقعیِ  Hاگر: قضیهٔ کمکی دوم
.H| ≤ |G|/2|است؛ یعنی  Gاندازهٔ

را  hH = {h·x | x∈H}نیست و مجموعهٔ جدید  Hمی گیریم که در Gاز hایده این است که عنصری
می دهد، پس این دو مجموعه  hHو Hیک تناظرساز یک به یک بین  hضرب کردن در. می سازیم

 Hحداقل به اندازهٔ  Gاز طرفی نشان می دهیم هیچ عضوی مشترک ندارند؛ بنابراین. هم اندازه اند
.H| ≤ |G|/2|و از این نامساوی نتیجه می گیریم ،|G| ≤ 2|H|عضو دارد، یعنی  hHبه اضافهٔ

(Hزیرگروه بودن ) Proposition 9.36 –و دوم نتیجه ی اول
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.این دو قضیه برای تحلیل رفتار آزمون اول بودن استفاده می شوند
وجود Z*_Nدرaحتی یک شاهد داشته باشد؛ یعنی عددیNهدف این است که نشان بدهیم اگر عدد مرکب

داشته باشد که شرط
a^(N−1) ≠ 1 (mod N)

.را نقض کند، آن وقت این فقط یک مورد خاص نیست
است و بنابراین نمی تواند  Z_Nدر واقع ثابت می شود مجموعهٔ عناصری که شاهد نیستند یک زیرگروهِ واقعی از 

.بیشتر از نصف کل عناصر باشد
**.شاهد هستند Z_Nحداقل نیمی از عناصر**پس نتیجه می گیریم 

.این نکته برای الگوریتم حیاتی است
ر هر تصادفی انتخاب می شود و اگر نصف فضا شاهد باشد، احتمال پیدا کردن شاهد دaچون در هر مرحله یک 

.است ۱/۲مرحله حداقل 
:اعلم کند، حداکثر primeرا  Nمرحله هیچ شاهدی نبیند و اشتباهی tبنابراین احتمال این که الگوریتم در

(t −) ^ 2

یار مرکب باشد و حداقل یک شاهد وجود داشته باشد، با چند تکرار ساده احتمال خطا بس Nبه این ترتیب، اگر
.کوچک می شود

رابین–ربط این دو قضیه به آزمون میلر
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ددی مرکب باشد و حداقل یک شاهد برای مرکب بودنش وجود داشته باشد یعنی ع Nاگر
a درZ*_N که

a^(N-1) != 1 (mod N)
.شاهد هستند Z*_Nآن وقت حداقل نصف عناصر 

:ایدهٔ اثبات این است که مجموعهٔ عددهایی که شاهد نیستند را تعریف می کنیم
= Bad درa { Z*_N | a^(N-1) = 1 (mod N) }

روه را هم دارد، پس با قضیهٔ کمکی قبلی یک زیرگ ۱این مجموعه تحت ضرب بسته است و 
.می شود Z*_Nاز 

باشد؛ زیرگروهِ  Z*_Nنمی تواند کل Badچون فرض کردیم حداقل یک شاهد هست،
.واقعی است و اندازه اش حداکثر نصف است

.شاهد هستند(Z*_Nحداقل نصف )پس بقیهٔ عناصر 

چند تا شاهد داریم؟ – ۹.۳۸قضیه 
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کران خطا —نتیجهٔ احتمالاتی تست 

.وجود دارد witnessمرکب است و حداقل یک Nفرض کن•
Z*_N، حداقل نصف عناصر9.38طبق قضیهٔ • witness هستند.
.باشد، همان لحظه مرکب بودن معلوم می شودgcd(a,N)≠1اگر•
Z*_Nیا خروج از witnessپس در هر تکرار، احتمال گرفتن• .است 1/2 ≥
.است t^(1/2) ≥بار تکرار کنیم، احتمال اینکه هیچ کدام رخ ندهد tاگر•
.است (t−)^2≥ برای عدد مرکب  «prime»بنابراین احتمال خطای اعلمِ •
.(حدود یک در یک میلیون)1/1,048,576≥ خطا ⇒ t=20 :نمونه•
.(ولی زمان هم بیشتر)بزرگ تر، اعتماد بیشتر  tهرچه•
.کافی نیست Carmichaelاست؛ برای Fermat-testاین تحلیل برای•
.Miller–Rabinبرای همین می رویم سراغ•



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

چقدر می توانیم اعتماد کنیم؟،primeگفت  Miller–Rabinوقتی

:دو رویداد تعریف کن•
•“ : P عدد واقعاً اول است”
•MR_k: “k بارMiller–Rabin را پاس کرده”
(یعنی احتمال اینکه با وجود پاس کردن، مرکب باشد) Pr(¬P | MR_k): چیزی که ما می خواهیم •
این مقدار با قضیه بیز نوشته می شود •
Pr(MR_k | P) = 1 : همیشه پاس می شود Miller–Rabinچون برای عدد اول•
Pr(MR_k | ¬P) ≤ 2^(−k)باشد1/2≥ اگر برای عدد مرکب، احتمال پاس شدن هر بار •
.کوچک می شود” نمایی“تکرار، خطا  kبا: نتیجه شهودی•

P“ و ” یعنی اول بودن“MR_k یعنیk ه بدون این توضیح، برای مخاطب تبدیل می شود ب. ”بار پاس شدن
.«فرمول ترسناکِ بی ربط»



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:دارد« اما»این تحلیل یک 
های aی ندارند؛ یعنی برای تمامwitnessوجود دارند که هیچ Nبی نهایت عدد مرکب 

:مناسب، همچنان
a^(N-1) = 1 (mod N)

.صادق است
.می نامند (Carmichael numbers)اعداد کارمایکل »این اعداد را 

را زیاد کنیم باز  tها، تست قبلی همیشه مثل عدد اول رفتار می کند و هرچقدرNبرای این 
primeهم اشتباه می گوید 

.به همین دلیل لازم است تست را قوی تر کنیم

مشکل اعداد کارمایکل



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

چرا خطرناک است؟ 561: مثال کارمایکل
.۱۷×۱۱ ×۳عددی مرکب است چون  ۵۱۱ 

≡ a^560: نسبت به هم اول باشد، داریم ۵۱۱ که با  aاست و برای هر « کارمایکل»اما یک عدد  1 
(mod 561).

.اعلم کند” prime“را  ۵۱۱ پس تست ساده ی فرما ممکن است همیشه گول بخورد و 
.ننددلیلش این است که بعضی عددهای مرکب طوری ساخته شده اند که رفتار عدد اول را تقلید ک

Miller–Rabin فقط نتیجه ی نهایی را چک نمی کند، مسیرِ توان ها را هم بررسی می کند.
× 2sرا به شکل  n−1در این تست d  می نویسیم کهd فرد است.

.(mod nهمه ) …، a^d ،a^(2d) ،a^(4d): این زنجیره را نگاه می کنیم،a^(n−1)بعد به جای فقط 
.برسد 1−یا  1اول باشد، این زنجیره باید خیلی محدود رفتار کند و در نهایت فقط به  nاگر

می بینیم که نشان می دهد ” غیرعادی“معمولاً وسط راه یک مقدار ( ۵۱۱ مثل )ولی در عددهای مرکب 
.عدد مرکب است

قابل اعتمادتر خطاهای مدل فرما را خیلی کمتر می کند و در عمل بسیار Miller–Rabinبرای همین
.است



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:را به شکل زیر می نویسیم N−1برای ساخت نسخهٔ قوی تر، 
N - 1 = 2^r * u کهu  فرد است وr >= 1
(.تقسیم می کنیم تا فرد شود ۲را آن قدر بر  N)آسان است  Nاز روی  uو rحساب کردن 

.زوج که تشخیص مرکب بودن ساده است Nعددی فرد است؛ برای  Nاین فرض یعنی 
.را بررسی می کردیم a^(N-1) = a^(2^r * u)در نسخهٔ قبلی فقط 

:نگاه می کنیم دنبالهٔ کامل توان هاحالا به 
a^u , a^(2u) , a^(4u) , ... , a^(2^r * u) ( ٔهمه پیمانهN)

هر جمله مربع جملهٔ قبلی است؛
.خواهند بود ۱شود، تمام جملت بعدی هم برابر  ۱اگر یکی از این ها 

:مثال کوتاه
:داریم N = 21برای

21 - 1  =20  =2^2  *5 ⇒ r = 2 , u = 5
را حساب می کنیم و می بینیم که الگویش مثل  (mod 21) 20^2,  10^2,  5^2بگیریم، دنبالهٔ  a = 2اگر 

(.این را می توانی روی کاغذ حساب کنی)یک شاهد قوی می شود  ۲۱ برای  ۲اعداد اول نیست؛ پس 

و دنبالهٔ توان ها N−1شکستن –ایدهٔ تقویت تست 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:اگر (strong witness)می نامد  Nشاهد قوی مرکب بودن یک  Z*_Nرا در aکتاب حالا 
نشود؛ ۱برابر a^u mod Nمقدار اول دنباله، یعنی

  1−، مقدار ۱جایی که قبل از رسیدن به )اعداد اول نرسد « الگوی مجاز»در هیچ کدام از مراحل میانی، دنباله به 
mod N  شود ۱ظاهر شود و بعد مربعش.)

اگر رفتار دنباله ی: به زبان ساده
a^u , a^(2u) , ... , a^(2^r * u)

.است Nیک شاهد قوی برای مرکب بودن aمثل چیزی که از یک عدد اول انتظار داریم نباشد،
:کتاب نشان می دهد

یعنی ؛a^(N-1) = 1 (mod N)، دنباله در نهایت به الگوی مجاز می رسد و نتیجه می دهد نباشدشاهد قوی  aاگر
a  ًاصلwitness معمولی هم نیست.

قوی هم هست؛ در نتیجه تعداد شاهدهای قوی حداقل به اندازهٔ  witnessمعمولی حتماً  witnessبنابراین هر
.شاهدهای معمولی است

شاهدهای »همیشه با ،Miller–Rabinاین نکته مهم است چون وقتی می رویم سراغ نسخهٔ نهایی الگوریتم 
.برای آن ها هم برقرار می ماندᵗ)⁻۲از نوع )کار می کنیم و همان تحلیل احتمال خطا « قوی

و رابطه با شاهد معمولی« شاهد قوی»تعریف 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:است اگر Nپیمانهٔ  ۱ریشهٔ دومِ  xمی گوییم عدد 
x^2 ≡ 1 (mod N)

همین  Nپیمانهٔ ۱یک عدد اولِ فرد باشد، تنها ریشه های دومِ  Nاگر: می گوید ۹.۳۹نتیجهٔ 
:دو تا هستند

x ≡ 1 (mod N)
x ≡ -1 (mod N)

≡ x^2اگر : ایدهٔ اثبات 1 (mod N)،آن وقت:
x^2 - 1 ≡ 0 (mod N)
(x - 1)(x + 1) ≡ 0 (mod N)

یکی از این دو ضرب اندر را بخش پذیر کند؛ یعنی یا  Nاول است، باید Nچون
x ≡ 1 mod(N) یاx ≡ -1 (mod N) و حالت سومی وجود ندارد.

۹.۳۹و نتیجهٔ  Nپیمانهٔ ۱ریشهٔ دومِ 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

.فردuباN−1 = 2^r * uیک عدد اولِ فرد است وNفرض کن

:بگیر و دنبالهٔ زیر را نگاه کنZ*_Nدلخواه درaیک

a^u , a^(2u) , ... , a^(2^r * u) (mod N)
:مینیمم وجود دارد کهiیک

a^(2^i * u) ≡ 1 (mod N)
≡ a^(2^r * u) = a^(N−1)چون در آخر، 1 (mod N) است، حتماً چنینi و ۰ای بینr پیدا می شود.

:دو حالت داریم

≡ a^uیعنی ،i = 0اگر  1 (mod N)در این صورت؛a ًاصلstrong witness محسوب نمی شود.
:آن وقت؛x = a^(2^(i-1) * u)بگذار،i > 0اگر 

x^2 = a^(2^i * u) ≡ 1 (mod N)
≡ x، تنها گزینه ها ۹.۳۹با نتیجهٔ .استNپیمانهٔ ۱یک ریشهٔ دومِ xپس ≡ xیا 1 -1 (mod N)چون .استi 

≡ xباشد، پس ۱نمی تواند xکمترین مقدار بود، -1 (mod N) می گیرد؛ این همان « 1,  1-, … »و دنباله جایی شکل
aدر هر دو حالت، .را رد می کند strong witnessالگویی است که strong witness پس وقتی.نیستN یک عدد
.ی وجود ندارد strong witnessهیچ اولِ فرد است، 

وجود ندارد؟ strong witnessاول، Nچرا برای



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

(عدد اول، N = 7)مثال 
N−1 = 6 = 2×3  ⇒ r = 1 ،u = 3
a = 3: یک پایه انتخاب می کنیم

x0 = a^u mod N( 1مرحله 
x0 = 3^3 mod 7 = 27 mod 7 = 6  ⇒ 6 ≡ −1 (mod 7)

:پس دنباله
(x0 , x1 ) = ( −1 , 1 )

در دنباله مجاز است، 1−چون برای عدد اول دیدن 
a=3 برایN=7 “strong witness”  نیست(یعنی الگوریتمN  راcomposite اعلم نمی کند.)

مثال 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:می نامیم اگر« توانِ اول»را  Nیک عدد مرکب
N = p^r

.2^7=  49یا  3^3=  27مثل ؛r >= 2و عدد صحیح  pبرای یک عدد اول
:حالا هدف کتاب این است که نشان دهد

.دارد strong witnessخیلی Nعدد مرکبِ فردی باشد که توانِ اول نیست، آن وقت این عدد Nاگر
:می گوید ۹.۴۰قضیهٔ 

،(نباشد prime powerیعنی)نوشت  p^rعددی فرد و مرکب باشد و نتوان آن را به شکل  Nاگر 
.را لو می دهند Nهستند و مرکب بودن Z*_N strong witnessآن وقت حداقل نصف عناصر 

،Nبرای این نوع : از نظر شهودی، این قضیه می گوید
خیلی بزرگ است « مرکب است N»را قانع می کنند که  Miller–Rabinفضای عناصری که الگوریتم

.می خورد strong witnessتقریباً همیشه به یک aو انتخاب تصادفی

prime power و هدف جدید



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

.استفاده می کند« زیرگروهِ کوچک»برای اثبات، کتاب دوباره از ایدهٔ 
= Badمجموعهٔ عناصری ازZ*_Nکهstrong witness نیستند.

تعریف می شود از عناصری که در گامِ مشخصی از  'Badسپس یک مجموعهٔ کوچک تر به نام
≡ a^(2^i * u)دنباله، 1 (mod N)دارند.

:کتاب نشان می دهد
Bad' زیرمجموعه ای ازBad است؛
Bad' یک زیرگروهِ واقعی ازZ*_Nاست؛ بنابراین با نتیجهٔ قبلی:

|Bad'| ≤ |Z*_N| / 2
.است Badداخل 'Badهم حداکثر همین قدر است، چون  |Bad|نتیجه می گیریم  ۱از 

Z*_Nحداقل نصف عناصرپس  strong witness هستند.
.(کار می کنیم 'Badلزوماً زیرگروه نیست؛ برای همین با  Badخود)

Badبا مجموعه های  ۹.۴۰ایدهٔ اثبات 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

N عددی فرد و مرکب است وprime power می نویسیم. نیست:
N−1 = 2^r · u (u فرد)

Bad  = ٔهمهa های داخلZ*_N کهstrong witness نیستند
i را این طور در نظر می گیریم:
i  بزرگ ترین عدد در{0,…,r−1}که برای یکa درBad داشته باشیم:

a^(2^i · u) ≡ −1 (mod N)
Bad2 را تعریف می کنیم:
Bad2 = {a  درZ*_N | a^(2^i · u) ≡ {(mod N) 1−یا  1

:سه ادعا
⊇ Bad: ۹.۴۱ادعا Bad2
است Z*_Nیک زیرگروه از Bad2:۹.۴۲ادعا 
Bad2| ≤ |Z*_N|/2| ⇒زیرگروهِ واقعی است  Bad2:۹.۴۳ادعا 

⊇ Badچون : نتیجه Bad2 ⇒ |Bad| ≤ |Bad2| ≤ |Z_N|/2
.هستند Z_N strong witnessپس حداقل نصف عناصر

Bad2و  Badبا مجموعه های ۹.۴۰ایدهٔ اثبات 



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

است Badزیرمجموعهٔ Bad2– ۹.۴۱ادعا 

•Bad یعنی پایه هایی کهMiller–Rabin را گول می زنند(خروجی“prime”).
•Bad2 یعنی پایه هایی که برای یکi داریمa^(2^i·u) = ±1 (mod N).
.را دارد” غیرشاهد“باشد، دنباله اش یکی از الگوهای  Badدر aاگر•
.می شود1±در هر دو الگو، حتماً یک مرحله داریم که مقدار دنباله •
≡ i: a^(2^i·u)یعنی برای همان• ±1 (mod N).
.است Bad2عضو aپس•
⊇ Bad (نتیجه• Bad2 : نه برعکس(
.Z_Nتعریف می شود، نه کل Z*_Nهمه ی این ها داخل•
.است Z*_Nنصف≥ زیرگروهِ واقعی باشد، اندازه اش  Bad2اگر•
tبه توان منفی2≥ تکرار  tپس خطای•



یک طرفه و هش
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گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

است Z*_Nیک زیرگروه از Bad2 – ۹.۴۲ادعا 

:عضو همانی•
≡ (i·u^2)^1است چون ′Badدر1 1 (mod N)
:باشند، داریم ′Badدر bو aاگر: بسته بودن تحت ضرب•

a^(2^i·u) ≡ ±1 (mod N)
b^(2^i·u) ≡ ±1 (mod N)

:پس
(ab)^(2^i·u) ≡ a^(2^i·u) · b^(2^i·u) ≡ ±1 (mod N)

⇒ ab درBad′ است
متناهی است،  Z*_Nچون. ناتهی و تحت ضرب بسته است ′Bad: نتیجه•

⇒تحت معکوس ها هم بسته می شود ′Badاین یعنی Bad′ زیرگروه است.
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گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

(نیست Z*_Nکل)زیرگروهِ واقعی است  Bad2– ۹.۴۳ادعا 
:نیست، می توان نوشت N prime powerچون•

N = N1 · N2 و gcd(N1,N2)=1
× Z{N1}در (a1,a2)متناظر یک زوج Z_Nدر aهر CRTبا• Z*{N2} است.
:داریم که Bad2در aیک،i طبق تعریف•

a^(2^i·u) ≡ −1 (mod N)
≡ a1^(2^i·u) :پس −1 (mod N1) وa2^(2^i·u) ≡ −1 (mod N2)

:را طوری می سازیم که bعدد CRTحالا با•
b (a1 , 1)

:آنگاه
b^(2^i·u) (−1 , 1)

N در پیمانه1−است و نه 1+که نه 
b ⇒درBad2 نیست

⇒ Bad2| ≤ |Z_N|/2|زیرگروهِ واقعی⇒ Bad2 ≠ Z_Nپس•
⊇ Badو چون• Bad2 ⇒ |Bad| ≤ |Z*_N|/2



یک طرفه و هش
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گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر
.نیست prime powerیک عدد فرد است و N = 21 = 3 * 7مثلً 

.باشند strong witnessباید Z*_21، حداقل نصف عناصر۹.۴۰طبق قضیهٔ 
را امتحان کنی و دنبالهٔ a = 2 , 5 , 11اگر چند عدد مثل

a^u , a^(2u) , a^(4u) (mod 21)
ها دنباله ای aمی بینی بسیاری از این،(u = 5 , r = 2) ⇒ 5*  2^2=  1−21با  (را حساب کنی 

.می شوند strong witnessمی سازند که شبیه رفتار اعداد اول نیست و در نتیجه
هایی واقعاً  Nبرای چنین « هاstrong witnessفضای »این مثال عددی نشان می دهد چرا 

.بزرگ است

مثال
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RSA و رابطه ها

فرض فاکتورگیری

1رابین–آزمون میلر

:تا این جا این زنجیره ی فکری رو ساختیم
داریمZ*_Nدر aاول باشد، برای هر Nاگر : اول ایده ی ساده ی فرما رو داشتیم

a^(N-1) ≡ 1 (mod N)؛
.Nمی گوییم شاهد مرکب بودن aاین برقرار نباشد، به آن aاگر برای یک 

شاهد هستند Z*_Nاگر حتی یک شاهد وجود داشته باشد، حداقل نصف عناصر : با نتایج گروهی نشان دادیم
.استt)-)^2تکرار حداکثر  tبنابراین در تست تصادفی ساده، احتمال خطای بعد از (. ۹.۳۸قضیهٔ )

.ی نیست و تست فرما را کاملً گول می زنندwitnessاعداد کارمایکل؛ بی نهایت عدد مرکبی که برایشان هیچ : مشکل
فرد نوشتیم و به دنبالهuٔرا با N−1 = 2^r * uبرای حل این مشکل، 

a^u , a^(2u) , ... , a^(2^r * u) ( ٔپیمانهN)نگاه کردیم.
«  رفتار غیرمجاز»اگر این دنباله Z*_Nدر aبا توجه به شکل مجاز این دنباله برای اعداد اول، تعریف کردیم که یک 

.است( (strong witnessداشته باشد، شاهد قوی 
:ثابت شد
وجود ندارد؛ strong witnessاولِ فرد باشد، اصلً Nاگر 
Z*_Nنباشد، حداقل نصف عناصر  prime powerمرکبِ فرد وNاگر  strong witness  (.۹.۴۰قضیهٔ )هستند

ادامه مباحث
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N>2 ، پارامترt (تعداد تکرار)
composite →زوج است  Nاگر
composite →است  perfect powerیک  Nاگر 

(فرد u) N−1 = 2^r · uبنویس 
{N−2..2}از  aعدد تصادفی :  j=1..tبرای 
→ gcd(a,N)≠1اگر  composite

x = a^u mod N
”قبول“این دور → x=N−1یا x=1اگر

”قبول“شد  N−1اگر، x = x^2 mod N: بار r−1وگرنه
با خطای  prime→اگر همه قبول شدند ؛ composite →نشد  N−1اگر هیچ وقت

(۹.۴۴)رابین –الگوریتم میلر
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رابین–مثال عددی کامل از آزمون میلر
:عدد مرکب نمونه•

N = 221 = 13 × 17
: N − 1 مرحلهٔ تجزیهٔ•

N − 1 = 220 = 2^2 × 55
(فرد استu) u = 55و r = 2پس

:یک پایهٔ تصادفی انتخاب می کنیم، مثلً •
a = 2

:(221پیمانهٔ )دنبالهٔ توان ها •
•x0 = a^u = 2^55 ≡ 128 (mod 221)

.(221پیمانهٔ 1−)= 220است و نه 1نه  128
•x1 = a^(2u) = 2^110 ≡ 30 (mod 221)

.220≠ 30باز هم 
•x2 = a^(4u) = 2^220 ≡ 1 (mod 221).
.برسیم1دیده شود یا از همان ابتدا به ( 221پیمانهٔ 1−یعنی )220برای عدد اول، باید در این دنباله از جایی مقدار •
ظاهر نمی شود؛220تمام می شود ولی هرگز 1این جا دنباله با •

.اعلم می کند« مرکب»را  N = 221رابین عدد–است و آزمون میلر strong witnessیک a = 2بنابراین
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:کتاب سه حالت را جدا می کند
N اولِ فرد:

.ی وجود نداردstrong witnessقبلً نشان دادیم در این حالت هیچ
.نمی رسد compositeرفتار دنبالهٔ توان ها همیشه مطابق الگوی مجاز است و الگوریتم در هیچ تکراری به شرط 

.نداریم« مرکب گفتنِ عدد اول»است و خطایی در جهت  primeپس خروجی همیشه
N  زوج یاperfect power :

می گویند؛compositeخط های اول الگوریتم این ها را مستقیم می گیرند و همیشه 
.برای این موارد اصلً وارد بخش تصادفی نمی شویم

N  مرکبِ فرد وprime power نیست:
Z*_Nحداقل نصف عناصر: استفاده می کنیم ۹.۴۰این جا از قضیهٔ  strong witness هستند.
.همان اول کار هم می توانیم مرکب بودن را بفهمیم،gcd(a, N) ≠ 1)یعنی )نباشد Z*_Nاصلً در aعلوه بر این، اگر

.است ۱/۲حداقل پیدا کنیم، Z*_Nای بیرون ازaانتخاب شود یا  strong witnessپس در هر تکرار، احتمال این که یا
:نرسیم، حداکثر compositeتکرارها به شرط tبنابراین احتمال این که در هیچ یک از 

2^(-t)
primeاشتباه می کند و می گوید (t-) ^ 2از این نوع مرکب باشد، الگوریتم فقط با احتمال حداکثر Nاین یعنی اگر

چرا این الگوریتم درست کار می کند
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N = 21(7*  3: مرکب.)
N−1 = 20 = 2^2 * 5 ⇒ r = 2 وu = 5.

.انتخاب می کنیمa = 2تصادفی مثلaیک
:گام ها

x = 2^5 mod 21 ⇒ mod 21 = 11 32و 32 = 5^2 ⇒ x = 11.
⇒است، نه ۱نه  N−1 = 20وارد حلقهٔ داخلی می شویم.

(:r−1 = 1چون )یک بار حلقه 
x = x^2 mod 21 = 11^2 mod 21 = 121 mod 21 = 121−105 = 16.

x  حلقه تمام می شود بدون دیدن  ⇒ ۲۰ است و نه  ۱نهN−1
.اعلم می کندcompositeرا N = 21پس الگوریتم فوراً 

الهٔ این مثال برای کلس قابل حساب است و دقیقاً نشان می دهد چطور الگوریتم از دنب
.توان ها استفاده می کند تا خیلی سریع به مرکب بودن برسد

رابین–یک مثال عددی ساده برای میلر
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.تعریف می کند GenModulusکتاب اول یک الگوریتم به نام
؛ فقط برای ۱تا  nبه صورت یک رشته از  nیعنی عدد)است  n^1این الگوریتم ورودی اش 
:و خروجی اش سه تا عدد است( شود nاین که طول ورودی برابر

N , p , q
N = p * qطوری که 

.هستند بیتی nیک عدد اول با احتمال خیلی زیاد،  qو pو هر کدام از 
:این است که GenModulusراه طبیعی ساختن چنین 

،qو  pبیتی تقریباً یکنواخت انتخاب کنیم،  nدو عدد اول
.را برگردانیم (N , p , q)را حساب کنیم و سه تایی N = p * qبعد

دو اول بزرگ می گیریم و ضرب شان می شود : هم می کنیم RSAاین همون کاریه که تو
.مدول

تولیدکنندهٔ مدول– GenModulusتعریف
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Factor(A, GenModulus, n) –آزمایش فاکتورگیری 

 را تعریف می کند« آزمایش»در فاکتورگیری، کتاب این  Aبرای سنجیدن توانایی یک الگوریتم 
Factor(A, GenModulus), (n) 

GenModulus(1^n)  را اجرا می کنیم و خروجی(N , p , q) را می گیریم.
.می دهیم Aرا به الگوریتم Nفقط عدد
.باشند ۱بدهد که هر دو بزرگ تر از  'qو ’pباید دو عدد Aالگوریتم

.است ۰باشد، و در غیر این صورت  p' * q' = Nاست اگر ۱خروجی آزمایش 
یا  pمگر این که خود )اصلی اند  qو pهمان 'qو ’pشود، در حالت معمول یعنی ۱اگر خروجی 

q مرکب بوده باشند، که احتمال این اتفاق طبق تعریفGenModulus ناچیز است.)
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GenModulusنسبی به « سخت بودن فاکتورگیری»تعریف رسمی 
.حالا می توانیم سختی فاکتورگیری را دقیق تعریف کنیم

:می گوییم
سخت است GenModulusفاکتورگیری نسبت به

Aالگوریتم تصادفی با زمان چندجمله ای  هراگر برای 
وجود داشته باشد طوری که negl(n)یک تابع ناچیز

می سازد امتحانش کنیم، GenModulusهایی کهNاگر روی ،Aیعنی هر الگوریتم معقول و سریع 
موفق می شود که  n)روی هر توان چندجمله ای از ۱خیلی کوچک، مثلً کوچک تر از ) ناچیزفقط با احتمال 

N را درست فاکتور کند.
:یک جمله ای ساده

را با  GenModulusهیچ الگوریتم سریع عمومی ای وجود ندارد که بتواند مدول های ساخته شده توسط 
.احتمال قابل توجه فاکتور کند
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چیه؟« فرض فاکتورگیری»خود 
Factor(A, GenModulus, n)آزمایش فاکتورگیری 

اجرای تولیدکننده( 1مرحله 
GenModulus(1^n) را اجرا می کنیم و می گیریم:

(N, p, q) کهN = p×q   وp,q  اول هایn بیتی اند.
Aالگوریتم /حمله( 2مرحله 

.(qنه  pنه)را می دهیم  Nفقط Aبه 
A باید دو عددp’ وq' > 1 خروجی بدهد.

معیار موفقیت( 3مرحله 
p'×q' = Nاگر    1= خروجی آزمایش 

0= در غیر این صورت خروجی 
: ”GenModulusسخت بودن فاکتورگیری نسبت به “تعریف 

،Aبرای هر الگوریتم چندجمله ای 
.باشد(negligible)باید ناچیز  Pr[Factor(A,GenModulus,n)=1]احتمال موفقیت 
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RSA (RSA Assumption)فرض  – ۹.۲.۴

عمومی  مسئلهٔ فاکتورگیری قرن هاست بررسی شده و هنوز هیچ الگوریتم واقعاً سریع و
.برایش پیدا نشده

زنگاری فرض فاکتورگیری به ما یک تابع یک طرفه می دهد، ولی به شکل مستقیم یک رم
ای ساخت در فصل های بعدی کتاب یک راهِ معادل با فاکتورگیری بر)عملی و تمیز نمی سازد 
(.سیستم عملی می دهند

باشد؛ « مرتبط»برای همین، سراغ مسائل دیگری رفته اند که سختی شان با فاکتورگیری 
 Rivest–Shamir–Adlemanتوسط  ۱۹۷۸ مهم ترین و معروف ترین شان مسئله ای است که 

.می شناسیم RSAمعرفی شد و امروز به اسم مسئلهٔ 
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RSAتعریف غیررسمی مسئلهٔ 

.هم اول است φ(N)داریم که نسبت به  e > 2و یک عدد Nفرض کن یک مدول
نگاشت،(Corollary 9.22)طبق نتیجهٔ قبلی کتاب 

x ↦ x^e mod N
:وجود دارد که xدقیقاً یک yیک پرموتیشن است؛ یعنی برای هر Z*_Nروی

x^e ≡ y (mod N)
Nپیمانهٔ  yامِ eیاد می کند؛ یعنی ریشهٔ  y^(1/e) mod Nرا به صورت  xکتاب این

:غیررسمی این است که RSAمسئلهٔ
را  x = y^(1/e) mod N، این(را نمی دانیم Nو فاکتورهای)را می دانیم  yو eو Nوقتی فقط

.حساب کنیم
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RSA-invو آزمایش  GenRSAالگوریتم
سه خروجی ^1nدر نظر می گیریم که روی ورودی  GenRSAبرای تعریف دقیق، یک الگوریتم تصادفی

:می دهد
N = p * q که حاصل ضرب دو عدد اولn ،یک توان عمومیبیتی استe  و یک توان محرمانهd  با
:شرط های

gcd(e , φ(N)) = 1
e * d ≡ 1 (mod φ(N))

.(وارون ضربی دارد؛ بعداً در رمزگشایی از آن استفاده می شود φ(N)پیمانهٔ eبه این خاطر است که  dوجود(
با احتمال ناچیز خراب شود، ولی این احتمال از نظر رمزنگاری قابل چشم پوشی  GenRSAممکن است

:تعریف می کنیم nو پارامتر امنیتی Aحالا آزمایش زیر را برای یک الگوریتم.است
RSA-inv_A,GenRSA(n):

  (N , e , d)و به دست آوردن سه تایی  GenRSA(1^n)اجرای
خروجی .است Z*_Nدر xعددی  Aخروجی ؛Aبه الگوریتم  N , e , yدادن   Z*_Nیکنواخت از  yانتخاب یک

≡ x^e: است اگر ۱آزمایش برابر  y (mod N)
را برای  Nام پیمانهeٔمی تواند ریشهٔ  Aاین آزمایش می سنجد آیا : به زبان ساده.است ۰و در غیر این صورت 

.تصادفی پیدا کند یا نه yیک 
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GenRSAنسبت به  RSAتعریف سخت بودن مسئلهٔ 
:سخت است اگرGenRSAنسبت به الگوریتم تولیدRSAمی گوییم مسئلهٔ 

،Aبرای هر الگوریتم تصادفی با زمان چندجمله ای 
:وجود داشته باشد به طوری که negl(n)یک تابع ناچیز 

وجود ندارد که بتواند،Aیعنی هیچ الگوریتم سریع
:را پیدا کند کهxعددN , e , yبا احتمال غیرناچیز، از روی

x^e ≡ y (mod N)
:می گویدRSAفرض

وجود دارد GenRSAیک الگوریتم تولید کلید 
.سخت استRSAکه نسبت به آن، مسئلهٔ

را طبق یک روش استاندارد اجرا کنیم GenRSAیعنی اگر 
،(اولِ بزرگp , qباN = p * qمثل تولید )

هیچ الگوریتم چندجمله ای شناخته شده ای نمی تواند به طور مؤثر
.های تصادفی به دست بیاوردyرا برای  Nام پیمانهٔ eریشهٔ 
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(۹.۴۷الگوریتم ) GenRSAطرح کلی 
انتخاب کن qو pدو عدد اول بزرگ

N = p·q (مدول عمومی)
φ(N) = (p−1)(q−1)

gcd(e, φ(N))=1انتخاب کن که  eیک
d = e^(−1) mod φ(N) (معکوس پیمانه ای)

(N, e): کلید عمومی
(Nو معمولاً ) d: کلید خصوصی

y = x^e mod N: امضا/رمز
x = y^d mod N: برگرداندن/بازگشایی

ام سخت فرض می شودeپیدا کردن ریشهٔ ،dیا  p ,qبدون دانستن : امنیت
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با عددهای مشخص GenRSAساختن – ۹.۴۸مثال 
:این سه تا رو خروجی داده GenModulusفرض کن

𝑁 = 143

𝑝 = 11

𝑞 = 13

𝜑اول 𝑁رو حساب می کنیم:
𝜑 𝑁 = 𝑝 − 1 𝑞 − 1 = 10 × 12 = 120

𝜑انتخاب کنیم که با𝑒حالا باید یک  𝑁 = .هم اول باشد 12
𝑒در مثال کتاب، = (.ندارد ۱مقسوم علیه مشترک بزرگ تر از  ۱۲۰با  ۷چون )انتخاب شده 7

:را طوری پیدا کنیم که𝑑بعد، باید 
𝑒 ⋅ 𝑑 ≡ 1 mod 𝜑 𝑁

𝑑:جواب کتاب.را حساب کنیم ۱۲۰پیمانهٔ  ۷یعنی معکوس ضربی  = :چون103
7 ⋅ 103 = 721 ≡ 1 mod 120

:پس در این مثال
𝑁 = 143

𝑒 = 7

𝑑 = 103

𝑁این سه تایی GenRSAو الگوریتم 𝑒 𝑑 = 143 7 .را برمی گرداند103



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

3

– Example 9.48  محاسبه قدم به قدمGenRSA

q=13و p=11 :دو عدد اول انتخاب می کنیم •
.و بخش اصلی کلید است” مدول“این همان  N = p×q = 143حاصل ضرب شان می شود •
φ(N) = (p−1)(q−1) = 10×12 = 120:  سپس تابع اویلر را حساب می کنیم •
gcd(7,120)=1 چون e=7 :نسبت به هم اول باشد φ(N)انتخاب می کنیم که با eیک عدد •
:باشد φ(N)نسبت به eرا پیدا می کنیم که معکوس پیمانه ای dبعد •

d = e⁻¹ mod 120 = 103 721 = 103×7 چون ≡ 1 (mod 120)
(143, 7, 103) = (N,e,d):  خروجی •
(143, 7) = (N, e):  کلید عمومی •
(N به همراه) d = 103: کلید خصوصی •
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(۱۴ریشهٔ هفتم )در این مثال  RSAمسئلهٔ
(GenModulusخروجی )داده های مثال 

N = 143       p = 11       q = 13
φ(N)محاسبه ( 1گام 

φ(N) = (p−1)(q−1) = 10×12 = 120
eانتخاب ( 2گام 
gcd(e, φ(N)) = 1می خواهیم که  e>1یک

(gcd(7,120)=1چون ) e = 7در این مثال
(φ(N)نسبت به  eمعکوس پیمانه ای ) dمحاسبه( 3گام 

d = e^(-1) mod 120  ⇒ d = 103
mod 120 = 1 721و    721=  103×7: چک

:در این مثال GenRSAپس خروجی
(N, e, d) = (143, 7, 103)
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RSA-inv در این مثال یعنی چی؟
:داده ها•

N = 143       e = 7          y = 64 
y = x^e (mod N):  می شود RSAعدد اصلی باشد، خروجی/پیام xاگر( :در یک خط) RSAمفهوم•
 را انجام بدهیم RSAیعنی برعکسِ یعنی چی؟ RSA-invمسئله •
≡ x^7: طوری که xپیدا کردن • 64 (mod 143) چون اگرفرض می شود؟” سخت“چرا این مسئلهp وq 
قرار  mod Nدر” ام-eریشه“پیدا کردن ، dو بدونرا بسازیم dرا ندانیم، معمولاً نمی توانیم(Nفاکتورهای)

:(کلید خصوصی)را داشته باشیم  dاما اگراست سخت باشد
•x = y^d (mod N)
x = 64^103 (mod 143) = 25 :در این مثال•
:(برای اطمینان)چک سریع •
•25^7 (mod 143) = 64 
حل شد RSA-invپس جواب درست است و•

y → (mod N g  توان e) → Forward: x
x → (mod N g  توان d) → Inverse: y

Public: (N,e)
Private: d
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را داریم، مسئله راحت می شود dوقتی  – ۹.۴۹مثال 
:را داشته باشیم، طبق قضیهٔ قبلی می دانیم d = 103اگر 

x = y^d mod N
:در این مثال داریم

x = 64^103 mod 143
:کتاب نتیجه را می دهد

x = 25
:حالا برای اطمینان چک می کنیم

25^7 mod 143 = 64
.است ۱۴۳پیمانهٔ  ۱۴همان ریشهٔ هفتمِ  ۲۵ پس واقعاً 

:این دقیقاً نشان می دهد
را داریم، با یک توان رسانی dاما وقتیسخت به نظر می رسد؛xپیدا کردن،(Nیا فاکتورهای )dبدون دانستن 

.ساده جواب به دست می آید
:است RSAهستهٔ ایدهٔ رمزنگاری کلیدعمومی« نامتقارن بودن»این 

حل مسئله )را هم دارد d،صاحب کلید خصوصی، (حل مسئله سخت است)را می دانند  eو Nعموم مردم فقط
(.برای او آسان است
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؟”کلید خصوصی“یعنی  dچرا دانستن 
”امضا را بررسی کردن/قفل کردن“برای  (N, e) :کلید عمومی: RSAنکته اصلی •
”امضا کردن/باز کردن“برای  d :کلید خصوصی •
 Z*_N: x = y^d (modدر yبرای هر :خیلی ساده می شود RSA-inv،را داشته باشی dاگر •

N)  ریشه“یعنیe-را مستقیم پیدا می کنی” ام
: phi(N)با dارتباط •
•d  ِمعکوسe نسبت بهphi(N) است:
≡ e*dیعنی • 1 (mod phi(N)) 
چرا فاکتورگیری مهم است؟ •
:را راحت حساب می کنی phi(N)،را داشته باشی qو pاگر •
•phi(N) = (p−1)(q−1)
درمی آوری eرا با معکوس پیمانه ای از روی dبعد•

p, q → phi(N) → d → RSA-inv solved

.باید محرمانه بماند dبه همین دلیل
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یا فاکتورگیری را بدانیم dسختی وقتی
:نکتهٔ مهم

:بگوییم yساده می شود؛ کافی است برای هر  Nام پیمانهeٔ-را بدانیم، محاسبهٔ ریشه های  dاگر
x = y^d mod N

:را حساب کنیم چون باید dرا بدانیم، می توانیم phi(N)اگر
e * d ≡ 1 mod phi(N)

را حساب می کنیم و بعد از  phi(N) = (p-1)*(q-1)را بدانیم، اول qو pیعنی Nاگر فاکتورهای
.را به دست می آوریم dرابطهٔ بالا

 p,q)یا ،phi(N)یا ،d)کتاب در فصل بعد نشان می دهد دانستن هرکدام از این سه مورد 
.به صورت کارآمد به دوتای دیگر منتهی می شود

:برای همین
؛سخت به نظر می رسد RSAمسئلهٔ را داریم،  eو Nوقتی فقط

.درا داشته باشیم، مسئله با یک توان رسانی ساده حل می شو dاما وقتی اطلعات مخفی مثل 
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–انتخاب e  محبوب اند؟ ۱۵۵۳۷و  ۳چرا
، ولی از نظر کارایی و (باشد gcd(e, φ(N)) = 1تا وقتی)وابسته نیست  eبه طور جدی به انتخاب  RSAسختی مسئله ی
.اهمیت دارد eحملت، انتخاب
:دو انتخاب رایج

e = 3
.فقط به دو ضرب نیاز دارد، پس خیلی سریع است Nپیمانه ی ۳توان رسانی به توان 

:این شرط یعنی،φ(N) = (p−1)(q−1)و N = pqاگر. برقرار باشد gcd(3, φ(N)) = 1اما برای اینکه کلید معتبر باشد باید
gcd(3, (p−1)(q−1)) = 1

:، این عملً یعنی(و بزرگ)اول  qو pبرای. باشد ۳نباید مضرب  q−1یا p−1پس هیچ کدام از
p ≡ 2 (mod 3)  وq ≡ 2 (mod 3)

≡ pqاین شرط به طور خودکار باعث می شود ) 1 (mod 3)، اما عکس آن درست نیست؛ ممکن استp*q ≡ 1 (mod 3) 
.(می شود و کلید نامعتبر است gcd(3, φ(N)) = 3باشند که در آن صورت  q≡1 (mod 3)و  p≡1باشد ولی هر دو

.وجود دارند e=3برای low exponentدرست طراحی نشود، برخی حملت paddingهمچنین اگر پروتکل یا
e = 65537 = 2^16 + 1

.، بنابراین توان رسانی هنوز سریع است(کم ۱تعداد بیت های )کم است  Hamming weightیک عدد اول با
کمی کندتر است، ولی از نظر عملی انتخاب رایج تری است و در بسیاری از پیاده سازی های واقعی، e = 3نسبت به

 e = 65537  ورت در ص)یکی از استانداردترین گزینه هاست؛ ضمن اینکه در برابر بخشی از ریسک های رایجِ توان کم
.هم حاشیه ی امن بهتری می دهد( پروتکل/paddingطراحی بد
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کوچک یا با وزن هَمینگ کم باشد؟ dچرا نباید

:نکتهٔ امنیتی مهم
بزند؛ d brute forceخیلی کوچک باشد، مهاجم می تواند روی dاگر

.امتحان کردن همهٔ مقادیر ممکن است ⇒بازهٔ کوچک 
باشد، d < N^(1/4)نشود، ولی هنوز brute forceآن قدر بزرگ باشد که dحتی اگر

.را بازیابی کنند dمقدار،eو  Nمی توانند از روی  Wiener)مثل حملهٔ)حمله های معروف 
هم بد است؛( کم ۱تعداد بیت های )کم  Hamming weightبا dانتخاب

.ار بگیردچون ساختار خاص بیت ها می تواند توسط بعضی الگوریتم ها مورد سوءاستفاده قر
:معمولاً  GenRSAبه همین خاطر، در

e را کوچک و باHamming weight  (65537مثل )کم می گیرند،
.را بزرگ و به قدر کافی تصادفی انتخاب می کنند تا این جور حمله ها جواب ندهد dولی
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سخت نیست RSAاگر فاکتورگیری آسان باشد،: جهت اول
:ساخته شده باشد 9.47دقیقاً طبق الگوریتم  GenRSAفرض کن

را می سازد؛ N = p*qو p , qعددهای  GenModulusاول
،phi(N) = (p-1)*(q-1)بعد 
≡ e*dبا شرط  dو eبعد 1 mod phi(N) 

:را پیدا کنیم، آن وقت qو pرا فاکتور کنیم، یعنی Nاگر ما بتوانیم 
phi(N) = (p-1)*(q-1) ،را حساب می کنیم

( توسعه یافته Euclidمثل)را به سادگی با الگوریتم استاندارد  d = e^(-1) mod phi(N)بعد هم
.به دست می آوریم

:نتیجه
 GenRSAنسبت به همین RSAآسان باشد، مسئلهٔ GenModulusاگر فاکتورگیری نسبت به

.نمی تواند سخت باشد
؛«از فاکتورگیری جلوتر نمی زند»از نظر سختی  RSAپس 

.باشد، نه سخت تر از آن سخت تر یا هم سطححداکثر می تواند 
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از سختی فاکتورگیری نتیجه می شود؟ RSAآیا سختی: سؤال برعکس

:این جا سؤال اصلی این است
اگر فاکتورگیری سخت باشد،

هم حتماً سخت است؟ RSAآیا خودِ مسئلهٔ
.نمی دانیم: جوابِ فعلی علم

:چیزی که می توانیم ثابت کنیم این است
را حساب کنیم، dکلید خصوصی،eو  Nاگر بتوانیم از روی 
.را هم فاکتور کنیم Nآن وقت می توانیم 

.حداقل به سختی فاکتورگیری استاز نظر سختی (N,e)از dبه دست آوردن یعنی 
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به فاکتورگیری« ۱ام kریشهٔ »از  – ۹.۵۰ایدهٔ قضیهٔ 
:می گوید ۹.۵۰قضیهٔ 

Z*_Nدر  xاگر یک زیرروال داشته باشیم که برای هر
≡ x^k: بدهد که k > 0عددی 1 mod N

.را در زمان چندجمله ای فاکتور کنیم Nآن وقت می توانیم
(:اولِ فرد p,qبا N = p*qبرای)ایدهٔ کلی 

:دارد Nپیمانهٔ چهار ریشهٔ مربعیدقیقاً  ۱عدد ،Nبرای چنین 
((.1,1-)و ( 1-,1)برابر  CRTدر نمایش )و دو ریشهٔ غیر بدیهی  1-،  1

داشته باشیم، ۱از  y«ریشهٔ دوم غیر بدیهی»اگر یک 
:می توانیم با

gcd(y-1 , N)  یاgcd(y+1 , N)
.را پیدا کنیم Nیکی از عوامل 
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یک مثال کوتاه

: N = 15برای 
 y = 41 ≡ 16=  2^4: داریم mod 15

y  ریشهٔ غیر بدیهی است ⇒ ۱-است، نه  ۱نه.
:حالا

gcd(4-1 , 15) = gcd(3 , 15) = 3
gcd(4+1 , 15) = gcd(5 , 15) = 5

.5*  3=  15 ⇒هستند  trivialهر دو مقسوم علیه های غیر



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

3

۹.۵۰استراتژی قضیهٔ 
:بزرگ Nبرای 
.انتخاب می کنیم Z*_Nیکنواخت از  xیک 

≡ x^kمی دهد با  kزیرروال به ما 1 mod N.
K را به صورتk = 2^s * v باv فرد می نویسیم.

:دنبالهٔ زیر را محاسبه می کنیم
x^v , x^(2v) , x^(4v) , ... , x^(2^s * v) (mod N)

نشده است؛ ۱هنوز  y = x^(2^j * v)می گردیم که jبه دنبال بزرگ ترین 
≡ y^2آن وقت 1 mod N می شود.

نباشد،- 1mod Nنباشد و هم  ۱هم  yاگر
.را فاکتور کنیم Nمی توانیم ⇒یک ریشهٔ دوم غیر بدیهی پیدا کرده ایم 

.دیگر امتحان می کنیم xیک  ⇒اگر این اتفاق نیفتد 
(کردیم Miller–Rabinمثل کاری که برای Bad (با استفاده از ایدهٔ زیرگروهِ 

.است 1/2حداقل  xکتاب نشان می دهد احتمال موفقیت در هر انتخاب
.فاکتور می شود Nپس با چند تکرار، با احتمال خیلی بالا
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(راه عملی) Nتا فاکتورگیری  dاز 

- k = e*d ،را داریم dاگر• .است phi(N)یک مضرب از 1
•k را بنویس :k = 2^s * r کهr فرد است.
.انتخاب کن Z*_Nتصادفی از xیک•
•a = x^r mod N را حساب کن.
.دیگر بگیر xشد، یک a = -1یا a = 1اگر•
.برسی1را پشت سر هم مربع کن تا به  aحالا•
.داری1می رسی، ریشه غیر بدیهی 1به ” 1±نه “اولین جایی که از مقدار •
.را می دهد Nیک عامل غیر بدیهی gcd(a-1, N)آن وقت•
.است9.51به نتیجه 9.50این همان پل قضیه •
.عملً ممکن است Nیعنی فاکتورگیری dپس داشتن•
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برای فاکتورگیری کافی است( (N,e,dداشتن  – ۹.۵۱نتیجهٔ 
:را داشته باشد با شرط dو eو Nحال اگر یک الگوریتمی 

e * d ≡ 1 mod phi(N)
:می توانیم قضیهٔ قبلی را روی آن پیاده کنیم

- k = e*d: تعریف می کنیم 1
:داریم Z*_Nدر  xبرای همهٔ ⇒را تقسیم می کند  phi(N) ،kمی دانیم 

x^k ≡ 1 mod N
:را خیلی ساده پیاده می کنیم ۹.۵۰پس زیرروال قضیهٔ 

.«است kآمد، جواب همیشه همان xهر وقت ورودی»
.به ما می دهد Nیک الگوریتم چندجمله ای برای فاکتورگیری ۹.۵۰با این کار، خودِ قضیهٔ 

:نتیجهٔ مهم
اگر فاکتورگیری واقعاً سخت باشد،

.را به طور مطمئن پیدا کند dکلید خصوصی،((N,eهیچ الگوریتم چندجمله ای ای نمی تواند از روی 
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RSAتصویر کلی رابطهٔ فرض فاکتورگیری و فرض 
و  pنیز قطعاً آسان است؛ زیرا با دانستن عوامل اول RSAآسان باشد، آنگاه مسئله ی Nاگر فاکتورگیری عدد

q  می توانφ(N)  را محاسبه کرد و سپس مقدارd را به دست آورد.
را فاکتور کند، در این  Nبتواند عدد  (N , e , d)همچنین اگر الگوریتمی وجود داشته باشد که با دانستن

.حداقل به سختی مسئله ی فاکتورگیری است (N , e)از روی dصورت می توان گفت مسئله ی پیدا کردن
 .و سختی مسئله ی فاکتورگیری مشخص نیست RSAبا این حال، هنوز رابطه ی دقیق بین سختی مسئله ی
را در زمان چندجمله ای حل کرد بدون آن که عدد  RSAبه طور خاص، معلوم نیست که آیا می توان مسئله ی

N به بیان دیگر، ممکن است از نظر تئوریک مسئله ی. را فاکتور کردRSA  در زمان چندجمله ای قابل حل
.باشد، در حالی که فاکتورگیری همچنان سخت باقی بماند

معادل یا قوی تر از فرض فاکتورگیری  RSAبه همین دلیل، از دیدگاه منطق نظری نمی توان گفت که فرض
را نتیجه  RSAتنها رابطه ی اثبات شده این است که آسان بودن فاکتورگیری، آسان بودن مسئله ی. است

.می دهد، اما عکس این گزاره ثابت نشده است
ساخته ( ۹.۴۷مانند الگوریتم ) GenModulusبا استفاده از  GenRSAبا این وجود، هنگامی که الگوریتم 

سخت  GenModulusمی شود، حدس غالب در جامعه ی رمزنگاری این است که اگر فاکتورگیری نسبت به
سخت خواهد بود؛ هرچند این موضوع به صورت قضیه ی  GenRSAنیز نسبت به  RSAباشد، آنگاه مسئله ی

.رسمی اثبات نشده است
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فرض های رمزنگاری در گروه های دوری

:ایده ی کلی این بخش
حرف می زنیم؛(  (generatorو مولد (  (cyclic groupsاول کمی درباره ی گروه های دوری 

معرفی (DHو  DLPمثل )بعد، فرض های رمزنگاری ای که روی این گروه ها تعریف می شود 
می شوند؛

ا را می بینیم که این فرض ه( عددی و بیضوی)و در آخر، دو مثال مهم از گروه های واقعی 
.فرض می شوند« سخت»در آن ها 

.الان فقط روی قسمت اول، یعنی ساختار گروه دوری و مولد تمرکز می کنیم
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عنصر« مرتبه»زیرگروهی که یک عنصر می سازد و 
:فرض کن

G  یک گروه متناهی باشد با اندازه یm
:را نگاه می کنیم gتوان های مختلف.باشد Gیک عنصر دلخواه از gو

g^0 , g^1 , g^2 , ...
:می دانیم ۹.۱۴چون گروه متناهی است، طبق قضیه ی 

g^m = 1
:کوچک ترین عدد طبیعی مثبت باشد که iحالا بگذار 

g^i = 1
:تولید می کند این است gقدم تکرار می شود، و مجموعه ای که iدر این صورت دنباله ی بالا بعد از 

<g> = { g^0 , g^1 , ... , g^(i-1) }
و ،gزیرگروهِ تولیدشده توسط :به آن می گوییم. است Gعضو دارد و خودش یک زیرگروه از iاین مجموعه دقیقاً 

gمی گوییم مرتبه ی iبه عدد 
:۹.۵۲تعریف 
:است که iکوچک ترین عدد طبیعی مثبت  gمرتبه ی

g^i = 1
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مهم اند« مرتبه»توان ها فقط تا  – ۹.۵۴و  ۹.۵۳گزاره 
:باشد، یعنی iبرابر gاگر مرتبه ی

g^i = 1  و برای هیچ عدد کوچک تر ازi این اتفاق نمی افتد.
:۹.۵۳گزاره 

:داریم xبرای هر عدد صحیح 
g^x = g^[x mod i]

.معنی دارد gعملً ماژولوی مرتبه ی gیعنی توان گرفتن از
(:قوی تر) ۹.۵۴گزاره 

g^x = g^y  اگر و تنها اگرx ≡ y mod i
:به زبان ساده

.برابر باشند iبرابرند دقیقاً وقتی که توان هاشان در پیمانه ی  gدو توان از
کلیدی اند؛ چون نشان می دهند در  DHاین دو گزاره در ادامه، برای تعریف مسألهٔ لگاریتم گسسته و 

.مثل اعداد مدولوی کار می کنند« نمای ها»یک گروه دوری، 
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(cyclic group, generator)گروه دوری و مولد 
:در هر گروه

دارد، ۱تنها عنصری است که مرتبه ی ( ۱)عنصر همانی 
.است{ 1}و زیرگروهی که می سازد فقط 

:باشد، یعنی mوجود داشته باشد که مرتبه اش gعنصری،mبا اندازه ی  Gاگر در یک گروه متناهی 
<g> = G

:در این صورت
است؛( (cyclic groupگروه دوری یک  Gمی گوییم

.می نامیم Gبرای( (generatorمولد را یک  gو
:را می توان این طور نوشت Gاز hدر این حالت، هر عضو

h = g^x برای یک عددx  0در بازه ی  …m-1.
بلکه فقط ،the generatorدارد، بنابراین نمی توان گفت  چندین مولدیک گروه دوری معمولاً : نکته

a generatorمی گوییم 
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محدودیت روی مرتبه ها و گروه با اندازه ی اول
:۹.۵۵گزاره 

باشد، iبرابر  gداشته باشد و مرتبه ی mاندازه ی  Gاگر گروه
:آن وقت

i  ًمقسوم علیهحتماm  است، یعنیi،m را تقسیم می کند.
است، g^i = 1با iهمان کوچک ترین  gو مرتبه ی g^m = 1چون: ایده

≡ mنتیجه می گیریم  0 mod I
:۹.۵۱هم ارز  –نتیجه ی مهم 

:آن وقت،pگروهی باشد با اندازه ی یک عدد اول  Gاگر 
G  ًاست؛ گروه دوریحتما
.تمام اعضا به جز همانی، مولد هستندو 

چرا؟
.هستند pو 1فقط  pچون مقسوم علیه های

است که یعنی آن عنصر کل گروه را تولید  pیا( فقط برای همانی)است  ۱پس مرتبه ی هر عنصر یا 
.می کند
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مثال ها

:دو مثال مهم از گروه های دوری
(:با عمل جمع پیمانه ایZ_N (گروه جمعی 
N-1,...,0,1: اعضا
a + b mod N: عمل

به خودی خود، همه ی کلس ها را  ۱همیشه مولد است؛ چون با جمع کردن  1عنصر 
.می سازیم

Z_p):مثلً جمعی ) گروه های با اندازه ی اول
با جمع، گروهی دوری است که هر عنصر غیرصفر، مولد آن  Z_pاول باشد، pاگر

.است
 *^Z_pمثل زیرگروه های ضربی )، کتاب روی گروه های دوری خاصی ۹.۳در ادامه ی بخش 

را  DLP / DHتمرکز می کند و روی آن ها فرض های سختی( و گروه های روی منحنی بیضوی
.تعریف می کند
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Z*_pگروه ضربی  – ۹.۵۷قضیهٔ 

:۹.۵۷قضیه 
.است p-1یک گروه دوری با اندازهٔ  Z*_pیک عدد اول باشد، آنگاه گروه ضربی  pاگر

:یعنی
p-1,...,1,2: عناصر گروه

mod pضرب : عمل
:عنصر را می سازند p-1وجود دارد که توان هایش تمام این gیک مولد

Z*_p = { g^0 , g^1 , ... , g^(p-2) }
ه اش اثباتش ساده نیست، ولی نتیج: است« حقیقت از آسمان افتاده»این دیگر از آن قضیه های 

.است DHو DLPپایهٔ 
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Z_15گروه جمعی  – ۹.۵۸مثال 
.کار می کنیم، نه ضرب جمع پیمانه ایاینجا با 

a + b mod 15با عمل  Z_15:گروه
0: عنصر همانی

۱مولد . ۱
1 ,2 ,3 ,... ,14 ,0

.مولد است 1 ⇒عنصر را می سازند  ۱۵ تمام 
۲مولد 

:2دنبالهٔ جمعی 
0 ,2 ,4 ,6 ,8 ,10 ,12 ,14 ,1 ,3 ,5 ,7 ,9 ,11 ,13

.هم مولد است 2 ⇒را پوشش می دهد  Z_15باز هم تمام
۳: عنصر غیرمولد

:3دنبالهٔ 
0 ,3 ,6 ,9 ,12 ,0 ,...

{0,3,6,9,12}: عنصر به دست می آید ۵فقط 
.می سازد ۵اندازهٔ  زیرگروهاست و فقط یک  ۵برابر  3پس مرتبهٔ 
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Z_15گروه جمعی  – ۹.۵۸ادامه مثال 

۱۰ : عنصر غیرمولد
:10دنبالهٔ 

0 ,10 ,5 ,0 ,...
.است ۳برابر  10مرتبهٔ  ⇒{ 0,5,10}عنصر  ۳فقط 

:این مثال قشنگ نشان می دهد
همهٔ گروه دوری است،

،(مولد)ولی بعضی عناصر کل گروه را تولید می کنند 
بعضی ها فقط زیرگروه های کوچک تر می سازند،

(.۹.۵۵طبق گزارهٔ )هستند  15مقسوم علیهِ ( ۳و  ۵)و اندازهٔ زیرگروه ها 
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Z*_15گروه ضربی  – ۹.۵۹مثال 
:را نگاه می کنیم ضربیالان گروه 

Z*_15  هم اول اند ۱۵ که با  ۱۴تا  ۱یعنی اعدادی بین:
{1,2,4,7,8,11,13,14}

phi(15) = (5-1)*(3-1) = 8: اندازهٔ گروه
:2دنبالهٔ توان های 

2^1  =2
2^2  =4
2^3  =8
2^4  =16 ≡ 1 mod 15

(۱چهار مرحله تا برسیم به )است  ۴برابر  2پس مرتبهٔ 
.۹.۵۵است، مطابق گزارهٔ  ۸مقسوم علیه  ۴و 
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اول pبرای Z_pگروه جمعی – ۹.۱۰مثال 
:این مثال تأیید می کند که

(pپیمانهٔ عدد اول Z_p(در گروه جمعی 
.هر عنصر غیرصفر یک مولد است

:h <= p-1= > 1با hبرای هر
:داشته باشیم که i > 0اگر 

i * h ≡ 0 mod p
:از قضیهٔ تقسیم پذیری می دانیم. را تقسیم می کند p،i*hاین یعنی 

را تقسیم می کند p،hیا 
p iیا  را,

باشد؛pاست، نمی تواند مضربی ازh < pچون
hیعنی مرتبهٔ هر .استi = pممکن همانiکوچک ترین  ⇒را تقسیم کند  p،iپس باید 

همان چیزی که قبل تر در نتیجهٔ ،مولد هستند h ≠ 0همهٔاست و بنابراین pغیرصفر برابر
.گفته شده بود ۹.۵۱
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Z*_7گروه ضربی  – ۹.۱۱مثال 
:را می بینیم Z*_7حالا گروه ضربی

{1,2,3,4,5,6}: اعضا
1-7=  6: اندازه

.این گروه دوری است ۹.۵۷طبق قضیهٔ 
:2توان های 

2^1  =2
2^2  =4
2^3  =8 ≡ 1 mod 7

.نیستمولد  ⇒است  ۳برابر  2پس مرتبهٔ 
:3توان های 

3^1  =3
3^2  =9 ≡ 2 mod 7

3^3 = 3*2 = 6 mod 7
3^4 = 3*6 = 18 ≡ 4 mod 7
3^5 = 3*4 = 12 ≡ 5 mod 7
3^6 = 3*5 = 15 ≡ 1 mod 7

.است Z*_7برای مولدیک  3بنابراین .است{ 1,2,3,4,5,6}شامل تمام عناصر  3پس دنبالهٔ 
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و هر گروه دوری Z_nایزومورفیسم بین – ۹.۱۲مثال 
باشد، nیک گروه دوری از مرتبهٔ G:فرض کن

g یک مولد درG باشد.
:تابع زیر را تعریف می کنیم

f : Z_n -> G  با فرمولf(a) = g^a
:این تابع

:جمع را حفظ می کند
f(a + a') = g^(a + a') = g^a * g^a' = f(a) * f(a')

(.است nبرابر gبا استفاده از این که مرتبهٔ)یک به یک و پوشا هم هست 
:است؛ یعنی ایزومورفیسمیک  fپس

nاز دید جبر مجرد، هر گروه دوری با اندازه ی 
.است« یک شکل» Z_nبا گروه جمعی

:اما نکتهٔ خیلی مهم برای رمزنگاری
وجود دارد، fاین که یک ایزومورفیسم 

(g^xاز روی  xیعنی پیدا کردن نمای f^-1 (به این معنی نیست که معکوسش 
.به صورت کارآمد قابل محاسبه است

را سخت می کند و تبدیلش می کند به یک (DLP)لگاریتم گسستهاست که مسألهٔ « فاصله»از نگاه محاسباتی، همین 
.فرض رمزنگاری
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الگوریتم تولید گروه+ گروه دوری : مدل کلی
.گذاشته Gفرض می کنیم یک الگوریتم تولید گروه داریم که کتاب اسمش را 

:ایده اش این است
(nپارامتر امنیتی با طول ) n^ 1: ورودی
:خروجی

Gیک گروه دوری 
(nتقریباً هم مرتبه با ) qاندازهٔ گروه
در این گروه gیک مولد

دهد یک رشته  یک الگوریتم کارا داریم که تشخیص: و به صورت رشتهٔ بیت باشد و منحصر به فردنمایش هر عضو گروه باید 
.داریم( ضرب یا جمع)یک الگوریتم کارا برای انجام عمل گروه . هست یا نه Gبیت واقعاً عضو

:پس می توانیم به صورت کارا
g^xتوان گیری 

.را انجام دهیم h = g^xو گذاشتن  Z_qاز  xبا انتخاب یکنواخت  hو انتخاب عضو یکنواخت g^(q-1)محاسبهٔ معکوس 
:نکتهٔ مهم

هستند؛« یک شکل»، همهٔ گروه های دوری با اندازهٔ برابر، جبراز دید 
ن گروه ، این که چطور عناصر را به صورت بیت نمایش می دهیم، تعیین می کند سختی محاسبات در آمحاسباتیاما از دید 
.چقدر است
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(Discrete Logarithm)لگاریتم گسسته 
:باشد، آن وقت gو مولد  qگروه دوری با اندازهٔ Gاگر 

G = { g^0 , g^1 , ... , g^(q-1) }
g^x = h: هست که  Z_qدر xدقیقاً یک Gدر hبرای هر
:و می نویسیم gنسبت به hمی گوییم لگاریتم گسستهٔ  xبه این

x = log_g(h)
:آن وقت همیشه ،g^x = hداشته باشیم  xاگر برای یک عدد صحیح دلخواه

[x mod q] = log_g(h)
:قوانینش مثل لگاریتم معمولی است

log_g(1) = 0
: rبرای هر عدد صحیح 

log_g(h^r) = [ r * log_g(h) mod q ]
:h1 , h2برای هر 

log_g(h1 * h2) = [ log_g(h1) + log_g(h2) mod q ]
.(عمل گروه ممکن است ضرب باشد یا جمع؛ این جا نماد ضربی می نویسیم)
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و فرض سختی آن DLogمسئلهٔ 
:این است که gبا مولد  Gمسئلهٔ لگاریتم گسسته در یک گروه دوری

.را پیدا کنیم x = log_g(h)عدد ،Gیکنواخت در  hبرای یک 
:کتاب این را با یک آزمایش رسمی تعریف می کند

:DLog_A,G(n)آزمایش 
؛((G , q , gو گرفتن  G(1^n)اجرای

G  گروه دوری، اندازهٔ گروهq،وg مولد.
.Gاز  hانتخاب یکنواخت

.است Z_qدر xعددی  Aخروجی ؛Aبه الگوریتم  (G , q , g , h)دادن 
:است اگر ۱خروجی آزمایش 

g^x = h
.است ۰و در غیر این صورت 
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و فرض سختی آن DLogادامه مسئلهٔ 
( :Dlogفرض ( ۹.۶۳تعریف 

:سخت‌است‌اگر Gنسبت‌به‌Dlogمی‌گوییم‌مسئلهٔ‌

Aبرای‌هر‌الگوریتم‌تصادفی‌چندجمله‌ای‌

:وجود‌داشته‌باشد‌طوری‌کهnegl(n)یک‌تابع‌ناچیز

Pr[ DLog_A,G(n) = 1 ] <= negl(n)

یعنی‌هیچ‌الگوریتم‌سریع،‌روی‌گروه‌هایی‌که‌این‌الگوریتم‌تولید‌می‌کند،

.نمی‌تواند‌لگاریتم‌گسسته‌را‌با‌احتمال‌قابل‌توجه‌حل‌کند

:فرض‌لگاریتم‌گسسته‌یعنی

وجود‌دارد‌Gدست‌کم‌یک‌الگوریتم‌تولید‌گروه‌

.سخت‌است DLogکه‌روی‌گروه‌هایش‌مسئلهٔ‌

مثال‌هایی‌از‌چنین‌گروه‌هایی‌می‌بینیم( ۹.۳.۴و‌‌۹.۳.۳)در‌بخش‌های‌بعد‌

(.و‌منحنی‌های‌بیضوی*^Z_pگروه‌های‌روی)
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DDHو  Diffie–Hellman : CDHمسائل 
.DHفرض های : حالا می رویم سر سرِ اصلی این بخش

:فرض کن
G یک گروه دوری
g یک مولد

:داریم Gدر h1 , h2برای دو عنصر 
باشد، h2 = g^x2و h1 = g^x1اگر

:تعریف می کنیم
DH_g(h1 , h2) = g^(x1 * x2)

:می توانیم بنویسیم،x2 = log_g(h2)و  x1 = log_g(h1)چون 
DH_g(h1 , h2) = g^(log_g(h1) * log_g(h2))

DH_g(h1 , h2) = h1^x2 = h2^x1یا 
:است Diffie–Hellmanکلسیک« کلید مشترک»این همان 

.هر طرف نمای خودش را دارد و محصول نمایی مشترک، برابر است



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

5

CDH (Computational Diffie–Hellman)مسئلهٔ 
: gبا مولد  Gدر یک گروه دوریCDHمسئلهٔ
.Z_qاز  x , yبرای دو عدد تصادفی g , g^x , g^y:ورودی

.g^(x*y)محاسبهٔ : کار
:به طور خلصه

A  باید از رویg^x  وg^y، عنصرDH_g(g^x , g^y) را پیدا کند.
،(یعنی لگاریتم را بتوانیم سریع حساب کنیم) نباشدسخت  DLogاگر مسئلهٔ

:هم سخت نخواهد بود CDHآن وقت
را حساب کنیم، x2 = log_g(h2)و x1 = log_g(h1)کافی است

.را خروجی بدهیم g^(x1 * x2)بعد
:اما برعکسش معلوم نیست

هم سخت است؛ CDHالزاماً ثابت نمی کند که DLogسخت بودن 
.این سؤال هنوز در حالت کلی بی جواب است
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DDH (Decisional Diffie–Hellman)مسئلهٔ 

:اینجا سؤال کمی فرق دارد
است g^(x*y)آیا می توانیم تشخیص بدهیم یک عنصر واقعاً 

یا فقط یک عنصر تصادفی از گروه است؟
:به طور دقیق

:دو توزیع را مقایسه می کنیم
(G , q , g , g^x , g^y , g^z)

 Gدر  کاملً تصادفییک عضو  g^zهستند؛ پس  Z_qیکنواخت در x , y , zکه در آن 
.است

(G , q , g , g^x , g^y , g^(x*y))
.است Diffie–Hellmanهمان مقدار g^(x*y)یکنواخت اند و x , yکه در آن 
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DDH (Decisional Diffie–Hellman)ادامه مسئلهٔ 
( :DDHفرض ( ۹.۱۴تعریف 

:سخت است اگر Gنسبت به DDHمی گوییم مسئلهٔ
Aبرای هر الگوریتم تصادفی چندجمله ای 

:اختلف این دو احتمال ناچیز باشد
Pr[ A(G,q,g,g^x,g^y,g^z) = 1 ]

و
Pr[ A(G,q,g,g^x,g^y,g^(x*y)) = 1 ]

.(هستند Z_qیکنواخت در x,y,zدر هر دو،(
یعنی هیچ الگوریتم سریع نمی تواند تشخیص دهد

واقعی است یا فقط یک عنصر تصادفی؛ DHآیا آخرین عنصر یک
.برتری اش نسبت به حدس تصادفی، ناچیز است
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DLog / CDH / DDHمثال عددی ساده برای 
:گروه نمونه
G = Z*_11 ، یک مولد است 2است و  10اندازهٔ گروه.

:را پیدا کنیم به طوری که xمی خواهیم  : (DLP)مسئلهٔ لگاریتم گسسته 
2^x ≡ 9 (mod 11)

:می بینیم 9تا  x = 0با امتحان کردن 
2^6 ≡ 9 (mod 11)

.است log_2(9) = 6پس
( :(CDHهلمن محاسباتی –مسئلهٔ دیفی

دارد و a = 3آلیس عدد مخفی
A = 2^3 ≡ 8 (mod 11) باب عدد مخفی.را می فرستدb = 4 دارد و
B = 2^4 ≡ 5 (mod 11) را می فرستد.

:کلید مشترک ایده آل
K = 2^(ab) = 2^12 ≡ 2^2 ≡ 4 (mod 11) 

چقدر سخت است؟ Kمحاسبهٔ ، Bو  g = 2 ،Aبا داشتن فقط  CDH :سؤال
یا است (ab)^2از نوع واقعی  (A , B , 4)باید تشخیص بدهیم آیا سه تایی( : (DDHهلمن تصمیمی –مسئلهٔ دیفی

اگر هیچ الگوریتمی نتواند بهتر از حدس زدن بین .که مؤلفهٔ سومش یک عضو تصادفی از گروه است (A , B , 3)سه تایی
.در این گروه برقرار است DDHفرضاین دو حالت تمایز بدهد،
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DDHو  DLog ،CDHروابط بین
:جمع بندی روابط

⇒آسان باشد  DLogاگر

CDH  (.چون با لگاریتم گرفتن مسئله حل می شود)هم آسان است
⇒آسان باشد  CDHاگر 

DDH  هم آسان است( می توانیمg^(x*y) را خودمان حساب کنیم و مقایسه کنیم.)
:اما برعکس ها معلوم نیست

.منجر نمی شود DLogلزوماً به سخت بودن CDHسخت بودن
می شوند،« فرض»در آن ها سخت  CDHو DLogحتی گروه هایی می شناسیم که 

(.می آید ۱۵ مثال ها بعداً در تمرین ها و فصل )در آن ها آسان است  DDHولی
:پس از دید زنجیرهٔ سختی

DLog  آسان⇒ CDH  آسان⇒ DDH آسان
ولی

DDH سخت سخت تر از بقیه نیست؛ فقط یک فرض قوی تر و متفاوت است.
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می رویم؟ (prime-order)چرا سراغ گروه های با مرتبهٔ اول 
می تونیم از هر گروه دوری استفاده کنیم، DLog / DHبرای

.باشد qولی در عمل معمولاً گروهی رو انتخاب می کنیم که اندازه اش یک عدد اول 
:سه دلیل اصلی

بیشتر است prime-orderدر گروه های  DLogسختی. ۱

خیلی ساده است prime-orderپیدا کردن مولد در گروه. ۲

۹.۱۵وجود معکوس برای همهٔ نماها و قضیه کمکی . ۳
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بیشتر است prime-orderدر گروه های DLogسختی. ۱

:نشان می دهد( ۱۰ تو فصل Pohlig–Hellman (یک الگوریتم به نام 
ترکیبی باشد و عامل های اول کوچک داشته باشد، qاگر اندازهٔ گروه

.در آن گروه خیلی ساده تر می شود DLogشکستن
کوچکتر و ساده تر باشند، qهرچه عامل های اول 

.هم بیشتر تکه تکه و راحت تر می شود Dlogمسئله 
است،« آسان»در همهٔ گروه های غیر اول  Dlogاین لزوماً به این معنی نیست که 

.خودش اول باشد qمعمولاً وقتی است که  DLogبدترین حالت: اما یعنی
:هم یک مشکل مشابه داریم DDHبرای 
واقعی از عنصر  DHعامل های اول کوچک داشته باشد، در بعضی گروه ها تشخیص qاگر

(.می دهد ۱۵.۱۱ مثال دقیقش را کتاب در تمرین )تصادفی، ساده می شود 
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خیلی ساده است prime-orderپیدا کردن مولد در گروه. ۲
((Corollary 9.56طبق نتیجهٔ قبلی مان 

،qدر یک گروه با اندازهٔ اول 
.همهٔ عناصر غیرهمانی مولد هستند

:یعنی اگر
G ٔگروهی با اندازهq ،اول باشد

باشد، ۱و عنصر همانی 
.است generatorیک  g != 1با  gآن وقت هر

:پس
فقط کافی است یک عنصر غیرهمانی برداریم؛ prime-orderبرای ساخت گروه

.، مولد است۱با احتمال 
در مقابل، در یک گروه دوری با اندازهٔ ترکیبی،

برای پیدا کردن مولد کار راحت نیست؛
معمولاً باید عامل های اول اندازهٔ گروه را بدانیم تا مولد بسازیم

(.توضیح می دهد Appendix B.3این را کتاب در )
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۹.۱۵وجود معکوس برای همهٔ نماها و قضیه کمکی . ۳
:اول باشد qاگر اندازهٔ گروه.را معکوس ضربی کنیم xیا aدر خیلی از اثبات های امنیتی لازم می شود نمایی مثل 

کتاب این نکته را با .را حساب کنیم y^(-1) mod qمی توانیم  y != 0یعنی برای هر وارون دارد؛ Z_qهر عدد غیرصفر در 
:فرمال می کند ۹.۱۵قضیه کمکی 
۹.۱۵قضیه کمکی 

× Z_qدر (’x',y)و  (x,y)اگر دو جفت متمایز، =! gبا  Gدر g,hو عناصر ،qبا اندازهٔ اول  Gدر گروهی Z_q داشته باشیم
:که

g^x * h^y = g^x' * h^y'
:ایدهٔ اثبات از برابری بالا شروع می کنیم.را به صورت کارا حساب کنیم log_g(h)آن وقت می توانیم

g^x * h^y = g^x' * h^y'
(:در گروه ضربی)دو طرف را تقسیم می کنیم 

g^(x - x') = h^(y' - y)
:بگذاریم

alpha = x - x'
beta = y' - y

:پس
g^alpha = h^beta
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۹.۱۵ادامه وجود معکوس برای همهٔ نماها و قضیه کمکی 
≡ betaاگر 0 mod q ،بود

جفت متمایز حساب نمی شدند؛ ('x',y)و (x,y)آن وقت 
اول است، qاست و چون beta != 0 mod qپس حتماً 

beta درZ_q معکوس دارد:
beta_inv = beta^(-1) mod q

:می رسانیم beta_invحالا هر دو طرف را به توان 
g^(alpha * beta_inv) = h

:یعنی
log_g(h) = alpha * beta_inv mod q

.کاملً کاراست Z_qو این محاسبه در 
حتماً وارون پذیر باشد betaاین جا کل ماجرا روی این تکیه دارد که 

.است qو این دقیقاً به خاطر اول بودن 
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DDHبه سختی  prime-orderربط
خودش  DH_g(h1,h2)یعنی DHمقدار:یک شرط شهودی لازم داریم DDHبرای سخت بودن

.، باید شبیه یک عنصر یکنواخت از گروه به نظر برسدبه تنهایی
:ما دو توزیع را مقایسه می کنیم DDHدر تعریف رسمی

(h1 , h2 , DH_g(h1,h2))
(h1 , h2 , y)  باy یکنواخت در گروه
از نظر آماری خیلی از توزیع یکنواخت فاصله داشته باشد، DH_g(h1,h2)اگر توزیع 

.را می شکند DDHیک حملهٔ آماری ساده
:که( بدون اثبات دقیق)کتاب می گوید 

اول باشد، qوقتی اندازهٔ گروه
یق که به معنایی دق)یکنواخت، تقریباً شبیه توزیع یکنواخت است  h1,h2برای DH_g(h1,h2)توزیع

(.بعداً تعریف می کند
که به ترکیبی باشد، این خواص لزوماً برقرار نیست و ممکن است ساختار اضافی ظاهر شود qاگر

DDH پس برای کاربردهایی که. آسیب بزندDDH  مثل بسیاری از پروتکل های )باید سخت باشد
Diffie–Hellman  و(ElGamal،  استفاده از گروهprime-order بسیار طبیعی تر و امن تر است.
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Z*_pکار کردن در گروه های 
می شه، گروه های  فرضسخت  DLogیکی از کلس های مهم گروه های دوری که توشون

:هستن Z*_pضربی 
p  عدد اولn بیتی

q = p-1با اندازهٔ  Z*_pگروه
g یک مولدgenerator)  برای(Z*_p

:این کار رو می کنه G(1^n)الگوریتم 
انتخاب می کند؛ pبیتی nیک عدد اول

می گیرد؛ q = p-1و اندازه را Z*_pگروه را
.پیدا می کند Z*_pبرای gیک مولد 
.p-1…  1همان اعداد : خیلی ساده است Z*_pنمایش عناصر 

.است سختدر این گروه  (DLog)مسئلهٔ لگاریتم گسسته: رایج فرض



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

5

خراب می شود DDHنیست، و prime-orderخودش  Z*_p:مشکل

.است که معمولاً اول نیست p-1برابر Z*_pاندازهٔ،p > 3برای 
:قبلً گفتیم که از نظر رمزنگاری

خوش دست ترند؛ prime-orderگروه های
.د، گروه های با اندازهٔ ترکیبی می توانند مشکل ساز شون(تصمیمی DDH (و برای

:در واقع
سخت نیست Z*_pدر گروه کامل DDHدر بسیاری از حالات،

(.واقعی را از عنصر تصادفی تشخیص داد DHیعنی می شود با اطلعات ساختاری،)
،DH)روی  ElGamalمثل)هستند  DDHبرای کاربردهایی که بر پایهٔ فرض

.قابل قبول نیست Z*_pاستفادهٔ مستقیم از کل 
.داخل آن استفاده کنیم prime-orderاز یک زیرگروهِ ،Z*_pبه جای کل : راه حل
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Z*_pداخل  prime-orderساخت زیرگروهِ 
:انتخاب کنیم که : p = r*q + 1ایده•
•p وq هر دو اول باشند؛
•r را به این می گوییمcofactor.
.بسازیم qاست و می توانیم یک زیرگروه با اندازهٔ p-1 = r*q،در این حالت•
:تعریف گروه جدید•

است Z*_pدر« امrتوان های»مجموعهٔ تمام  Gیعنی
 r-th residues)به این ها می گویند)
:(راست به اصل)۹.۱۱قضیه •

اول باشد، p,qبا p = r*q + 1اگر
:آن وقت همین مجموعهٔ بالا

G = { h^r mod p }
.است qبا اندازهٔ دقیقاً  Z*_pاززیرگروهیک
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۹.۱۱ایدهٔ اثبات قضیه 
ساده است و ( بسته بودن، وجود معکوس، همانی)زیرگروه بودن .است qزیرگروه است و اندازه اش  Gنشان بدهیم: هدف

:برای اندازه، این ترفند را می زنیم.«اثباتش سرراست است»کتاب می گوید 
در نظر می گیریم؛ Z*_pبرای کل gیک مولد

:این هستند Z*_pپس عناصر
g^0 , g^1 , ... , g^(p-2)

:را تعریف می کنیم f_rتابع 
f_r(g^i) = g^(i * r) mod p

ورودی  rیعنی هر خروجی، دقیقاً از :است -۱به -rنشان می دهیم این تابع .می فرستد Gبه Z*_pاین تابع از کل
.متفاوت به دست می آید

g^(i*r) = g^(j*r)  اگر و تنها اگر(i-j*r ≡ 0 mod (p-1))
در فاصله های )داریم  iتا مقدار  rدقیقاً ،jپس برای هر .را تقسیم می کند q، (i-j)این یعنی ،p-1 = r*qچون 

qاز آن جا که تعداد کل عناصر.که همان خروجی را می دهند( تاییZ*_p برابرp-1 = r*q ،و هر خروجی است
G ازr ،ورودی می آید

:نتیجه می شود
|G| = (p-1) / r = q

.می خواستیم DLog / DDHهمان چیزی که برایاست؛ Z*_pداخل prime-orderیک زیرگروهِ  Gپس
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Gتولید عنصر یکنواخت در زیرگروه 

:طبق قضیهٔ قبل، زیرگروه ما اینه
h^r mod p | h} = G  درZ*_p}

:بسازیم، کافی است Gاز یکنواختپس برای این که یک عنصر 
انتخاب کنیم، Z*_pیکنواخت از hیک 

.را حساب کنیم g = h^r mod pمقدار
 1-به-rیک تابع  h -> h^rبه خاطر این که در اثبات قضیه نشان داده شد نگاشت 

است،
 Gهم یکنواخت روی تمام اعضای  h^r mod pیکنواخت باشد، توزیع hاگر

.می شود
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است؟ Gداخل  hآیا: تست عضویت
.هست یا نه Gداخل زیرگروهِ  hمی خواهیم بفهمیم آیا  Z*_pدر  hبرای یک 

:کتاب می گوید کافی است این را چک کنیم
h^q ?= 1 mod p

:ایدهٔ استدلال
.نوشت h = g^iرا می شود به شکل hباشد، پس هر Z*_pمولد کل  gفرض کن
:آن وقت

h^q = (g^i)^q = g^(i*q)
.g^(i*q) = 1 mod pیعنی  h^q = 1 mod pشرط 

:است، این معادل است با p-1برابر gبا توجه به این که مرتبهٔ
(p-1) | (i*q)

:است، بالا یعنی p-1 = r * qحالا چون 
r * q | i * q ⇒ r | i

:و i = c * rپس 
h = g^i = g^(c*r) = (g^r)^c

.قرار می گیرد Gام یک عنصر است و دقیقاً داخل همان زیرگروهِ rتوانِ  hیعنی
.است Gعضو hباشد، آن وقت h^q = 1 mod p اگر و فقط اگر: خلصه
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(9.3.3)تولید گروه و زیرگروه های مرتبهٔ اول 

:از اینجا به بعد هدف این است که یک گروه امن بسازیم که
(توان رسانی/ضرب)محاسبات داخلش سریع باشد 

داخلش سخت باشد Dlog / CDH / DDHولی حل 
مهم است؟ (prime-order)چرا زیرگروه مرتبهٔ اول

کمتر می شود cofactorچون حمله های زیرگروه کوچک و مشکلت 
و تحلیل امنیتی تمیزتر و استانداردتر است

توان رسانی به زیرگروه /با یک تبدیل،E(Z_p)یا  Z*_pاز داخل: ایده ی کلیدی
prime-order می رویم
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Gالگوریتم تولید گروه  – ۹.۱۷الگوریتم 
جمع می کند که خروجی اش یک گروه دوری با مرتبهٔ  Gالان کتاب همهٔ بحث بالا را در یک الگوریتم

.است gو یک مولد qاول
:ورودی ها

(qتعداد بیت های  n(^1پارامتر امنیتی 
(pتعداد بیت های )را مشخص می کند  pکه طول  lambda = lambda(n)یک تابع
:خروجی
،pمدول 

،qمرتبهٔ گروه 
qبرای زیرگروهِ مرتبهٔ  gیک مولد
:روند کار

بیت انتخاب می کنیم، nبا طول qبیت و یک عدد اول ambdaبا طول  pیک عدد اول
:را تقسیم کند p-1و qطوری که 
q | (p-1)

(rبرای یک  p-1 = r * qیعنی)
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Gالگوریتم تولید گروه  – ۹.۱۷ادامه الگوریتم 
:بشود g != 1یک حلقه اجرا می کنیم تا وقتی

انتخاب می کنیم، Z*_pیکنواخت از  hیک
عدد

g = h^((p-1)/q) mod p
را حساب می کنیم؛

.جدید امتحان می کنیم hشد، دوباره از اول یک  g = 1اگر
.را برمی گردانیم p , q , gدر پایان،

.تولید می شود gاست که با qزیرگروهِ کاری ما همان زیرگروهِ مرتبهٔ
:نکتهٔ نام گذاری پارامترها

n = |q| ،تعداد بیت های مرتبهٔ گروه است
lambda = |p| ،تعداد بیت های مدول است

.ی شوددر ادامهٔ فصل توضیح داده م( برای توازن امنیت و کارایی)رابطهٔ دقیق بین این دو 
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𝑞و 𝑝انتخاب اندازهٔ 
.را چطور انتخاب کنیم که هم امن باشیم هم الکی کند نشویم𝑞و𝑝اینجا کتاب می خواهد بگوید طول بیت های

بگذاریم
𝑛 =∣ 𝑞 ،prime‐order)زیرگروهِ )طول بیت های مرتبهٔ گروه  →∣

 𝜆 =∣ 𝑝 .𝑝طول بیت های مدول →∣
:دو نوع الگوریتم شناخته شده است𝑞در زیرگروهِ مرتبهٔ  Dlogبرای شکستن 

𝑞با زمان حدودی « جنریک گروهی»الگوریتم های  ≈ 2𝑛/2.
با زمان حدودی index–calculusالگوریتم های نوع

 هیچ کدامرا طوری انتخاب کنیم که 𝜆باید را هدف می گیریم، 2𝑛امنیت در حد »وقتی یک سطح امنیتی مثلً 
.یعنی سختی هر دو تقریباً در یک سطح باشداز این دو خانوادهٔ حمله خیلی سریع نشوند؛

.حملهٔ نوع دوم سریع می شود و امنیت کم می شود →بگیریم  خیلی کوچکرا 𝜆اگر 
بی دلیل کند می شود،𝐺محاسبات روی →بگیریم  خیلی بزرگرا 𝜆اگر 

در عمل، معمولاً کسی خودش این پارامترها را از صفر .در حالی که سختی حمله تقریباً تغییر خاصی نمی کند
و پیاده سازی ها همان ها را می دهند𝑔و یک مولد𝑝 ،𝑞مقادیر آماده برای  (NIST)استانداردها مثلنمی سازد؛

.استفاده می کنند
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 Z*_11(1)پیدا کردن زیرگروه های اول مرتبه در – ۹.۱۸مثال 

.می خواهیم ببینیم کدام اعداد، مولد کل گروه یا زیرگروه های آن هستند. دارد ۱۰ اندازهٔ  Z*_11گروه ضربی 
۲امتحان عدد . ۱
، ۲توان های :از جدول می بینیم.(را که فرستادی قرار بده mod 11و مقادیرشان  9^2…  0^2اینجا جدول توان های )

.استZ*_11یک مولد کل گروه  ۲پس .را تولید می کنند Z*_11عنصر  ۱۰ تمام 
۳امتحان عدد . ۲

,  1}: دنبالهٔ مقادیر فقط پنج عنصر را تولید می کند:از آن جدول می بینیم. را می آورد … 0^3در کتاب جدول توان های 
3 ,9 ,5 ,4}

:می سازد ۵مولد کل گروه نیست، بلکه زیرگروهی با مرتبهٔ  ۳پس 
G = {1, 3, 4, 5, 9}

۱۰ امتحان عدد . ۳
 ۲زیرگروهی با مرتبهٔ  ۱۰ پس تکرار می شوند،{ 10, 1}فقط دو مقدار :نشان می دهد k mod 11^10جدول توان های 

.{10, 1}: می سازد
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(2)1 + 2.5 = 11روی  ۹.۱۱استفاده از قضیهٔ  – ۹.۱۸مثال 

.کار کنیمprime-orderگروهِ برای کاربرد رمزنگاری، می خواهیم در یک 
را با دو انتخاب  ۹.۱۱می توانیم قضیهٔ .است p−1 = 10 = 2 · 5و p = 11پس 1+  5·  2=  11: این جا داریم

:مختلف به کار ببریم
r = 2و q = 5: حالت اول

.می سازند ۵یک زیرگروهِ مرتبهٔ (یعنی مربع ها) Z*_11توان دوم همهٔ عناصر : قضیه می گوید
:در کتاب نشان می دهد که مجموعه ی زیر دقیقاً همان زیرگروه است« مربع ها»جدول 

{1 ,3 ,4 ,5 ,9}
در این زیرگروه  ۱است، هر عضو غیر از ( اول) ۵چون گروه مرتبهٔ مولد این زیرگروه است؛ ۳بالاتر دیدیم که 
.یک مولد است

r = 5و q = 2: حالت دوم
را  h^5 mod 11اگر مقادیر .می سازند ۲یک زیرگروهِ مرتبهٔ  Z*_11توان پنجم عناصر : این بار قضیه می گوید

.مولد آن بود ۱۰ که  ۲یعنی همان زیرگروه مرتبهٔ به دست می آید؛{ 10, 1}حساب کنیم، می بینیم فقط 
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حساب می کنیم ۱۱ را پیمانه ی  ۳توان های 

…, 4, 5, 9, 3, 1, 4, 5, 9, 3, 1: دنباله ی مقادیر می شود
.دوباره تکرار می شود ۱را ببینیم، مقدار Z*_11عنصر  ۱۰ قبل از این که همه ی 

:پس
است؛ ۵برابر  ۳مرتبه ی 
را تولید می کند؛{ 9, 5, 4, 3, 1}فقط مجموعه ی  ۳یعنی 

نیست،Z*_11 مولد کل گروه ۳در نتیجه 
.داخل آن است ۵زیرگروهِ مرتبه ی بلکه مولد یک 
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.را امتحان می کنیم ۱۰ در این مرحله عدد 

 10و  1می بینیم که دنبالهٔ مقادیر فقط بین دو عدد  ۱۱ پیمانهٔ  ۱۰ با نگاه به جدول توان های 
.برمی گردد ۱می چرخد و خیلی زود به 

:نتیجه
.را تولید می کنند{ 10,  1}فقط مجموعهٔ  ۱۰ توان های 

نیست، Z*_11مولد کل گروه ۱۰ پس 
.را می سازد ۲بلکه یک زیرگروه از مرتبهٔ 
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.ار کنیمبرای کاربردهای رمزنگاری معمولاً می خواهیم در یک گروه با مرتبهٔ اول ک

:در این مثال داریم
11  =2  *5  +1

:را به دو شکل به کار ببریم ۹.۱۱پس می توانیم قضیهٔ 
r = 2و  q = 5:حالت اول

این را نشان Element / Squareجدول.می سازد ۵یک زیرگروهِ مرتبهٔ  Z*_11قضیه می گوید مربعِ همهٔ عناصر
.است{ 1,3,4,5,9}می دهد و می بینیم مجموعهٔ حاصل همان 

هم مولد همان  ۱از است، هر عضو غیر( اول) ۵مولد این زیرگروه است؛ چون مرتبهٔ زیرگروه  ۳از قبل دیدیم که 
.زیرگروه خواهد بود

r = 5و  q = 2:حالت دوم
.می سازد ۲می گوید توان های پنجم عناصر، یک زیرگروهِ مرتبهٔ  ۹.۱۱این بار قضیهٔ 

این مثال .مولد آن است ۱۰ است که قبلً دیدیم { 10,  1}درمی یابیم که این زیرگروه همان  h^5 mod 11با محاسبهٔ
مناسب  prime-orderزیرگروه های Z*_pو استفاده از توان ها می توانیم از داخل p-1نشان می دهد چطور با تجزیهٔ 

.بسازیم DLog/DHبرای
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زیرگروه های میدان های متناهی
 کار کردیم، که در واقع حالت خاصی از یک داستان کلی ترZ*_pتا این جا فقط روی زیرگروه های داخل 

.است
.از میدان های متناهی هم استفاده کنیمZ*_pکتاب می گوید می توانیم به جای فقط 

F_{p^k}یک میدان متناهی یکتا وجود دارد که معمولاً با k ≤ 1و هر عدد صحیح pبرای هر عدد اول 
.است p^kنشان می دهند و تعداد عناصرش 

.است p^k − 1یک گروه دوری با اندازهٔ،*^F_{p^k}گروه ضربی این میدان، یعنی 
:اگر
q یک عامل اول بزرگ ازp^k − 1 ،باشد

:۹.۱۱آن وقت طبق همان قضیهٔ 
.دارد qیک زیرگروهِ دوری با مرتبهٔ*^F_{p^k}گروه 

:نکتهٔ مهم
استفاده کردیم این بود که آن گروه دوری است؛ Z*_pتنها چیزی که از  ۹.۱۱در اثبات قضیهٔ 

.هم صدق می کند، پس همان استدلال این جا هم کار می کند*^F_{p^k}این خاصیت دربارهٔ 
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ادامه زیرگروه های میدان های متناهی

:نتیجهٔ عملی
نمی آیند؛ Z*_pفقط از prime-orderزیرگروه های

هم استفاده کنیم،*^F_{p^k}داخل prime-orderمی توانیم از زیرگروه های 
.می شود فرضسخت  Diffie–Hellmanو  DLogو در آن ها هم

از همین k = 1حالت ویژهٔداشتیم، در واقع Z*_pتمام بحثی که در این بخش برای 
.چارچوب کلی است

موضوع پیچیده ای ( برای کاربردهای واقعی)باشد  k > 1انتخاب پارامترهای مناسب وقتی 
.است و کتاب می گوید خارج از محدودهٔ این فصل است
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چرا منحنی بیضوی برای رمزنگاری جذابه؟
.یا زیرگروه هایشZ*_pتا الان همهٔ گروه هامون از جنس حساب پیمانه ای معمولی بودن؛ مثل 

.گروه نقاط روی منحنی های بیضوی: حالا یک کلس جدید داریم
:نکته ی مهم و عملی

یعنی )وجود داره  DLogو میدان های متناهی معمولی، الگوریتم های زیرنمایی برایZ*_pبرای 
(.بهتر عمل می کنن2nاز 

.شدهبرای گروه های مناسب روی منحنی بیضوی، تا الان هیچ الگوریتم زیرنمایی شناخته ن
:نتیجهٔ رمزنگاری

برای یک سطح امنیت ثابت،
⇒استفاده از منحنی بیضوی 

،اعداد کوتاه تر، گروه کوچک تر
.می شودZ*_pمحاسبه و مخصوصاً حجم پیام ها خیلی کم تر از زیرگروه های  ⇒

نسخهٔ بیضوی معمولاً از نظر ارتباطی ،DLog / Diffie–Hellmanبرای پروتکل های مبتنی بر 
.به صرفه تر است
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Z_pتعریف کلی منحنی بیضوی روی 
:در این بخش فرض می کنیم

p ≤ 5 یک عدد اول است.
.تعریف می شودyو xبا یک معادلهٔ درجهٔ سه در دو متغیر Z_pبرای ما، یک منحنی بیضوی روی 

:این است( فرم وایرستراس)یک نمونهٔ استاندارد 
𝑦2 = 𝑥3 + 𝐴𝑥 + 𝐵 𝑚𝑜𝑑 𝑝

:که در آن
A وB عددهایی درZ_p،هستند

:و باید شرط زیر برقرار باشد
4𝐴3 + 27𝐵2 ≡ ̸0 𝑚𝑜𝑑 𝑝

ریشهٔ تکراری نداشته باشد؛)x^3 + A x + B = 0 )mod pاین شرط یعنی معادلهٔ 
.بدون این شرط، ساختار گروهی قشنگی که می خواهیم خراب می شود

و کتاب می گوید هر منحنی ( )Weierstrass formبه این نمایش می گویند نمایش وایرستراس 
.به این شکل نوشتyوxبیضوی را می توان با یک تبدیل خطی معکوس روی
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مجموعهٔ نقاط روی منحنی
.حالا مجموعهٔ نقاط روی این منحنی را تعریف می کنیم

× Z_pدر (x, y)مجموعهٔ همهٔ زوج هایE(Z_p)  =:می نویسیم Z_p که معادلهٔ بالا را ارضا کنند:

.Oبه علوه یک نقطهٔ ویژه با نام 
:پس

.که معادله را ارضا کند می گوییم یک نقطهٔ منحنی بیضوی(x,y)به هر
O  را نقطهٔ بی نهایت(point at infinity) می نامند؛

.بعداً می بینیم نقش این نقطه این است که عضو همانی گروه باشد
:فعلً همین سه ایده مهم است

.4A^3 + 27B^2 ≠ 0با شرط y^2 = x^3 + A x + B (mod p)معادلهٔ = منحنی بیضوی 
.Z_pهای حل این معادله روی (x,y)تمام = نقاط منحنی 

.گروهی را بازی می کند« صفر»هم اضافه می کنیم که بعداً در قانون جمع، نقش Oیک نقطهٔ اضافی 
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Z_pباقیماندهٔ درجه دو و مثال روی 

≡ x^2وجود دارد که xاست اگر QRیک y ،اولِ فرد pبرای• y (mod p).
.هستند QR، دقیقاً نصف عناصر(یعنی عناصر غیرصفر) *^Z_pدر•
.p-xو x: غیرصفر دقیقاً دو ریشه دارد QRهر•
.0: است، ولی فقط یک ریشه دارد QRهم 0•
.است *^Z_p، منظور معمولاً ”نصف“پس وقتی می گوییم •
.بودن در عمل با نماد لژاندر انجام می شود QRتست•
.زمان چندجمله ای دارد(Tonelli–Shanks مثل)محاسبه ریشه مربع•
.در ساخت نقطه روی منحنی، همین محاسبه لازم است•
.رد می شود و دوباره تلش می کنیم xباشد، آن QR-غیر f(x)اگر•
.معمولاً کافی است” چند تلش کوتاه“به همین دلیل •
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Z_7پیدا کردن نقاط روی منحنی روی  – ۹.۱۹مثال 
:تابع زیر را تعریف می کنیم

f(x) = x^3 + 3x + 3
:و منحنی زیر را در نظر می گیریم

E : y^2 = f(x) (mod 7)
حساب می کنیم و می بینیم آیا باقیماندهٔ  ۷را پیمانهٔ  f(x)، مقدار۱تا  ۰از  xبرای هر مقدار

:درجه دو است یا نه
f(0) = 3 (mod 7) → در ۳عددZ_7  برای  → نیستباقیماندهٔ درجه دوx = 0  هیچ نقطه ای روی

.منحنی نداریم
f(1) = 0 (mod 7) →تنها ریشهٔ دومشy = 0  روی منحنی است( 1,0)نقطه ی  →است.

f(2) = 3 (mod 7) → برا → نیست، که باقیماندهٔ درجه دو ۳دوبارهx = 2 نقطه ای نداریم.
f(3) = 4 (mod 7) → دو  →دارد  y = 5و  y = 2یک باقیماندهٔ درجه دو است و دو ریشهٔ دوم 4

.روی منحنی هستند( 3,5)و ( 3,2)نقطه ی 
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Z_7پیدا کردن نقاط روی منحنی روی  – ۹.۱۹ادامه مثال 

f(4) = 2 (mod 7) → دو → y = 4و y = 3هم باقیماندهٔ درجه دو است با ریشه های دوم 2
.روی منحنی هستند( 4,4)و ( 4,3)نقطه ی 

f(5) = 3 (mod 7) → نقطه ای نداریم →، غیر درجه دو ۳دوباره.
f(6) = 6 (mod 7) → .نقطه ای نداریم →هم غیر درجه دو  6

:روی منحنی داریم« واقعی»پس تا این جا پنج نقطه ی 
(1,0 ) ,(3,2 ) ,(3,5 ) ,(4,3 ) ,(4,4)

 را هم اضافه کنیم، مجموعه ی نقاط روی این منحنی( نقطهٔ بی نهایتO (اگر نقطهٔ خاص 
.عضو دارد ۱دقیقاً  Z_7روی
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نگاه کردن به نمودار روی اعداد حقیقی –شهود هندسی 

این شکل یک منحنی بیضوی روی اعداد حقیقی را نشان می دهد، مثلً معادله ای مثل
y^2 = x^3 - x + 1

می گذرد، معمولاً منحنی را در یک نقطه ی سوم هم قطع می کند؛ این P2و P1خطی که از دو نقطه ی
قرینه می کنیم و نقطه ی جدید را xرا نسبت به محور P3برای تعریف جمع، مختصاتP3 نقطه را

P1 + P2 می گیریم؛ روی شکل این نقطه با-P3 = P1 + P2 نقطه ی  .می نامیم .نشان داده شده است
تصور کرد که همه ی خط های عمودی بعد از  yرا می توان مثل نقطه ای روی بالای محور Oبی نهایت

.گروه را داردعضو همانیقرینه سازی به آن ختم می شوند و نقش
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نگاه کردن به نمودار روی اعداد حقیقی –شهود هندسی 
ی کتاب پیشنهاد می کند به نمودار همان معادله روی اعداد حقیق،E(Z_p)برای فهم شهودی 

:نگاه کنیم
:معادله ی حقیقی

y^2 = x^3 + A x + B
.(است B = 3و A = 3اینجا در مثال مان(

روی اعداد حقیقی، این معادله یک منحنی نرم و پیوسته می دهد با بی نهایت نقطه؛
د ما فقط تعداد محدودی نقطه داریم، اما شکل کلی منحنی واقعی کمک می کن Z_pروی

.رفتار گروه را تجسم کنیم
:را می توان به صورت شهودی این گونه دید( نقطهٔ بی نهایتO (نقطه ی 

نشسته است، yانگار بالای محور Oروی شکل حقیقی،
قرار دارد؛ یعنی هر خط عمودی را طوری در نظر می گیریم « روی همه ی خط های عمودی»و 

.که علوه بر دو نقطهٔ معمولش، در نقطهٔ بی نهایت هم آن را قطع می کند
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تعریف عمل جمع روی نقاط منحنی بیضوی
+ می گوید و با  (addition)«جمع»یک عمل دوتایی تعریف می کند که به آن  E(Z_p)کتاب حالا روی

:قواعد جمع.می نویسد، طوری که نقاط منحنی با این عمل، یک گروه تشکیل بدهند
( :(identityعنصر واحد 

:روی منحنی داریم Pبرای هر نقطه .نقش صفر را بازی می کند Oنقطه ی
P + O = O + P = P

:جمع دو نقطه ی معمولی
می گذرد رسم  P2و  P1خطی که از(.نباشند Oهیچ کدام )روی منحنی را در نظر بگیر  P2و P1دو نقطه ی 

این خط .را رسم می کنیم P1باشد، به جای خط بین دو نقطه، خط مماس منحنی در P1 = P2اگر.می کنیم
اگر خط عمودی باشد، این نقطه ی سوم همان .بنام P3منحنی را در یک نقطهٔ سوم هم قطع می کند؛ آن را

O اگر.استP3 = (x,y) یک نقطهٔ معمولی باشد، جمع را این طور تعریف می کنیم:
P1 + P2 = (x, -y) ( منظور از-yٔوارونهy  پیمانه یp است).

:باشد، تعریف می کنیم P3 = Oاگر
P1 + P2 = O

قرینه  xرا پیدا می کنی، بعد آن را نسبت به محور P3خط را می کشی، نقطهٔ سوم: به صورت تصویری
.P1 + P2می کنی؛ نتیجه می شود 
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معکوس هر نقطه روی منحنی
روی منحنی باشد، نقطه یOیک نقطه ی غیر از)P = )x,yاگر

-P = )x, -y(
:را دارد؛ یعنی معکوس جمعیهم روی منحنی است و نقش 

P + )-P( = O
چرا؟

.می گذرد عمودی است( )x,-yو)x,y(خطی که از

.می گیریم Oطبق قانون جمع، وقتی خط عمودی باشد، نقطه ی سوم تقاطع را همان 

.می شودOپس جمع این دو نقطه

در این حالت، (. است 0=  0-چون )در واقع یکسان می شوند  )x,-y( = P-و )P = )x,yباشد، آن وقتy = 0اگر

:عمودی می شود و باز هم Pخط مماس در 

P + P = O
:خودش معکوس خودش استOو طبق تعریف گروه،

O + O = O
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به صورت فرمولی P1 + P2محاسبهٔ جمع
:دو نقطه روی منحنی داریم

P1 = (x1, y1)  وP2 = (x2, y2)  درE(Z_p)
:فرض می کنیم

P1 وP2 هر دو غیر ازO ،هستند
یعنی جمع یک نقطه با خودش، جداگانه و کمی سخت تر است و کتاب  x1 = x2حالت x1 != x2 (و 

(.بعداً برایش فرمول می دهد
شیب خط بین دو نقطه. ۱

:شیب خطی که از این دو نقطه می گذرد
s = (y2 - y1) * (x2 - x1)^(-1) (mod p)

- x2)اینجا x1)^(-1)  یعنی معکوس ضربی عددx2 - x1  ٔپیمانهp.
.اول است، این معکوس وجود دارد pو x1 != x2چون

معادلهٔ خط بین دو نقطه. ۲
: Z_pمعادلهٔ این خط روی 

… y = s * (x - x1) + y1 (mod p) ( کتاب 9.3معادل فرمول)
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پیدا کردن نقطهٔ سوم و نتیجهٔ جمع
ذاری برای پیدا کردن نقطهٔ سوم تقاطع این خط با منحنی، این معادلهٔ خط را در معادلهٔ منحنی جای گ

:منحنی در فرم وایرستراس:می کنیم
y^2 = x^3 + A * x + B (mod p)

:بنویس yبه جای
y = s * (x - x1) + y1

که سه جواب  ، به این نتیجه می رسیم(که کتاب می گوید کارش خسته کننده است)بعد از بسط و ساده سازی 
:وجود دارد xبرای

x1
x2

:به صورت زیر به دست می آید x3این.نقطهٔ سوم است xکه همان مختصات  x3و یک مقدار جدید
x3 = s^2 - x1 - x2 (mod p)

:نقطهٔ سوم را از معادلهٔ خط حساب می کنیم y-را داریم، مختصات x3حالا که
y3 = s * (x3 - x1) + y1 (mod p)

ون ولی طبق قان.همان نقطه ای است که خط، برای بار سوم منحنی را قطع کرده است P3 = (x3, y3)اینجا 
.است P3قرینهٔ عمودیبرابر  P1 + P2جمع روی منحنی، جمع 
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قانون جمع روی منحنی بیضوی – ۹.۷۰قضیهٔ 
به صورت p ≤ 5منحنی بیضوی روی پیمانهٔ اول

y^2 = x^3 + A x + B (mod p)
روی  P2 = (x2 , y2)و P1 = (x1 , y1)دو نقطهٔ.در نظر گرفته می شود A^3 + 27 B^2 ≠ 0 (mod p) 4با شرط 
E(Z_p) ( و هر دو ≠O)اگر:داریمx1 ≠ x2 باشد، جمع آن هاP1 + P2 = (x3 , y3) است که در آن:

s = (y2 - y1) * (x2 - x1)^(-1) (mod p)
x3 = s^2 - x1 - x2 (mod p)

y3 = s * (x1 - x3) - y1 (mod p)
باشد، دو نقطه روی یک خط عمودی اند، بنابراین y1 ≠ y2و x1 = x2اگر

P1 + P2 = O.
،(دو برابر کردن نقطه)باشد  y1 ≠ 0و P1 = P2اگر
۲ P1 = (x3 , y3) با:

s = (3 x1^2 + A) * (2 y1)^(-1) (mod p)
x3 = s^2 - 2 x1 (mod p)

y3 = s * (x1 - x3) - y1 (mod p)
باشد، دو برابر کردن نقطه به نقطهٔ بی نهایت می رسد و y1 = 0و P1 = P2اگر
۲ P1 = O.
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(۱)بررسی شرکت پذیری  – ۹.۷۱مثال 
:، سه نقطه داریم۷در پیمانهٔ  ۹.۱۹روی منحنی مثال 

P1 = (1 , 0)  وP2 = P3 = (4 , 3).
:P3 + (P1 + P2)گام های محاسبهٔ 

: P1 + P2برای 
s = (3 - 0) * (4 - 1)^(-1) (mod 7) = 1

x3 = 1^2 - 1 - 4 = 3 (mod 7)
y3 = 1 * (1 - 3) - 0 = -2 = 5 (mod 7)

.Q = P1 + P2 = (3 , 5)پس 
: Q + P3برای 

s = (3 - 5) * (4 - 3)^(-1) (mod 7) = 5
x3 = 5^2 - 3 - 4 = 4 (mod 7)

y3 = 5 * (3 - 4) - 5 = -1 - 5 = -6 = 4 (mod 7)
.P3 = (4 , 4) + (P1 + P2)در نتیجه 
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(۲)بررسی شرکت پذیری  – ۹.۷۱مثال 
:P1 + (P2 + P3)حالا گام های محاسبهٔ 

: P2 + P3 = 2 P2ابتدا 
s = (3 * 4^2 + 3) * (2 * 3)^(-1) (mod 7) = 5

x3 = 5^2 - 2 * 4 = 3 (mod 7)
y3 = 5 * (4 - 3) - 3 = 2 (mod 7)

.Q' = P2 + P3 = (3 , 2)پس 
: 'P1 + Qسپس 

s = (2 - 0) * (3 - 1)^(-1) (mod 7) = 1
x3 = 1^2 - 1 - 3 = 4 (mod 7)

y3 = 1 * (1 - 4) - 0 = -3 = 4 (mod 7)
.P1 + (P2 + P3) = (4 , 4)بنابراین 

:نتیجه می شود
(P1 + P2) + P3 = P1 + (P2 + P3)

.و در این مثال خاصیت شرکت پذیری جمع روی منحنی بیضوی دیده می شود
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ی بیضویهلمن روی منحن–مسئلهٔ لگاریتم گسسته و دیفی
با  Pیعنی جمع کردن نقطهٔ xPدر گروه های منحنی بیضوی نمایش به صورت جمعی است و 

.بار xخودش 
:مسئلهٔ لگاریتم گسسته

.Q = xPو نقطهٔ  Pیک نقطهٔ پایه: داده ها
.xپیدا کردن عدد صحیح : هدف

:هلمن تصمیمی روی منحنی بیضوی–مسئلهٔ دیفی
انتخاب  Z_qبه صورت یکنواخت از cو  bو aکه در آن  (aP , bP , T)سه نقطهٔ : داده ها

.می شوند
(است (aP , bP , abP)یعنی سه تایی از شکل)است  T = abPباید تشخیص داده شود که 

.است (aP , bP , cP)بوده و سه تایی از شکل T = cPیا این که 
ند شرط این دو مسئله در گروه ها یا زیرگروه های منحنی بیضوی با مرتبهٔ اول بزرگ، تحت چ

.فنی روی پارامترها، سخت فرض می شوند
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نمایش مونتگمری

مثلً مقاومت )زی برای کارایی و امنیت پیاده سا. نمایش وایرشتراس تنها شکل نوشتن منحنی بیضوی نیست
در این نمایش، منحنی روی پیمانهٔ.، نمایش مونتگمری هم استفاده می شود(در برابر حملت کانال جانبی

p به صورت زیر است:
B y^2 = x^3 + A x^2 + x (mod p)

مجموعهٔ نقاط شامل تمام . نیست pپیمانهٔ 2-یا  2نیز برابر  Aو ،pصفر نیست پیمانهٔ  B: که در آن 
× Z_pدر (x , y)زوج های Z_p  است که این معادله را ارضا می کنند، به اضافهٔ نقطهٔ بی نهایتO  قانون جمع

را  هر منحنی. نقاط همان ایدهٔ هندسی قبلی را دارد، ولی فرمول هایش متفاوت از فرم وایرشتراس است
.است ۴نمی توان به فرم مونتگمری نوشت؛ مرتبهٔ هر گروه منحنی بیضوی در این فرم، مضربی از 
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نمایش ادواردز پیچ خورده

:نمایش ادواردز پیچ خورده از معادله ای به شکل زیر استفاده می کند
a x^2 + y^2 = 1 + d x^2 y^2 )mod p(

:که در آن
a وd  ٔهر دو ناصفر پیمانهp ،وهستندa باd  برابر نیست( ٔپیمانهp)حالت خاصa = 1  نمایش ادواردز نامیده

در .داین نمایش همان خانوادهٔ منحنی هایی را پوشش می دهد که با نمایش مونتگمری هم قابل بیان ان.می شود
(  1,  0)طهٔ مجموعهٔ نقاط روی منحنی است، ولی دیگر نیازی به نقطهٔ ویژهٔ بی نهایت نیست؛ نق )E)Z_pاین جا هم 

باشد، قانون  pیک نامربعی مربعی پیمانهٔ dیک باقی ماندهٔ مربعی و  aوقتی.خودش عنصر همانی گروه است
برای. جمع ساده است

P1 = )x1 , y1(  وP2 = )x2 , y2(:
x3 = )x1 y2 + x2 y1( / )1 + d x1 x2 y1 y2( )mod p(
y3 = )y1 y2 - a x1 x2( / )1 - d x1 x2 y1 y2( )mod p(

در این فرم، جمع با همین دو کسر انجام می شود و نیازی به بررسی .به دست می آید )P1 + P2 = )x3 , y3و
.نیست، و نوشتن و پیاده سازی عملیات منحنی بیضوی ساده تر می شود ۹.۷۰حالت های متعدد مثل قضیهٔ 
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انتخاب گروه منحنی بیضوی و حد هاسه
ش مهم این پرس. برای کاربردهای رمزنگاری، نیاز به گروه منحنی بیضوی با مرتبهٔ بزرگ است

.چقدر است |E(Z_p)|است که اندازهٔ 
 yدو جواب  xتقریباً برای نصف مقادیر  y^2 = f(x) (mod p)در نمایش وایرشتراس، معادلهٔ

(Oهمراه با )نقطه  p + 1شهودی انتظار می رود حدود . ها یک جواب دارد xو برای بعضی 
.روی منحنی باشد

 Z_pروی  Eو منحنی pحد هاسه این شهود را دقیق می کند و می گوید برای هر عدد اول
:داریم

p + 1 - 2 * sqrt(p) ≤ |E(Z_p)| ≤ p + 1 + 2 * sqrt(p)
– E(Z_p)| = p + 1|یعنی می توان نوشت  t  که در آنt| ≤ 2 * sqrt(p) عدد. استt  ّرا رد

.می نامند (trace)منحنی
.وجود دارد(tیا همان (|  |E(Z_p)الگوریتم های کارای محاسبهٔ 

:از حد هاسه نتیجه می شود پیدا کردن یک نقطه روی منحنی ساده است
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ادامه انتخاب گروه منحنی بیضوی و حد هاسه
انتخاب می شود، Z_pیکنواخت از xیک

حساب می شود، f(x)مقدار 
(  x , y)گرفته می شود و نقطهٔ  yاگر صفر یا باقی ماندهٔ مربعی بود، یکی از ریشه های مربعی آن به عنوان

.به دست می آید
.چون تعداد نقاط روی منحنی زیاد است، معمولاً به تلش های کمی نیاز است

:گروه با مرتبهٔ اول کار می شود(زیر)برای رمزنگاری، معمولاً در یک 
.کار می کنیم E(Z_p)خودش عدد اول باشد، مستقیماً در گروه |E(Z_p)|اگر
. کار می کنیم qداشته باشد، در زیرگروهی با مرتبهٔ qاول نباشد ولی یک عامل اول بزرگ |E(Z_p)|اگر 
اگر

E(Z_p)| = r * q باq  اول وr < q
، آنگاه مجموعهٔ(می نامند cofactorرا ضریب یا rکه )باشد 

{r P | P  درE(Z_p)  }G =
 هلمن و امضاهای مبتنی بر منحنی–می سازد و برای سازوکارهای دیفی qبا مرتبهٔ E(Z_p)یک زیرگروه از 

.بیضوی استفاده می شود
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حد هاسه و ردّ منحنی

یک منحنی بیضوی روی Eعدد اول و pمی گوید اگر( حد هاسه) ۹.۷۲قضیهٔ 
Z_p باشد، تعداد نقاط آن چنین محدود است:

p + 1 − 2√p ≤ |E(Z_p)| ≤ p + 1 + 2√p.
:بنابراین همیشه می توان نوشت

|E(Z_p)| = p + 1 − t ، که در آن|t| ≤ 2√p.
یا  |E(Z_p)|لگوریتم های کارای محاسبهٔ  )ا(trace« ردّ منحنی»می گویند  tبه

.وجود دارند، ولی وارد جزئیاتشان در این فصل نمی شویم tهمان 
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پیدا کردن یک نقطه روی منحنی: پیامد حد هاسه

دن بنابراین پیدا کر. است، نقطه روی منحنی کم نیست pتقریباً برابر |E(Z_p)|چون 
:یک نقطه آسان است

.انتخاب کن Z_pیکنواخت از xیک . ۱
.حساب کن y^2 = f(x) (mod p)را در معادلهٔ f(x)مقدار. ۲
بود، یکی از ریشه های مربعی آن را  pصفر یا باقیماندهٔ مربعی پیمانهٔ  f(x)اگر . ۳

.بگیر yبه عنوان
.  یمبه طور متوسط با چند تلش کوتاه به نقطه می رس. روی منحنی است (x , y)نقطهٔ

توضیح داده  ۱۵ در فصل  pآزمون مربعی بودن و محاسبهٔ ریشهٔ مربعی پیمانهٔ)
.(شده اند
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cofactorزیرگروهِ مرتبهٔ اول و 

.کار کنیم (prime)گروه با مرتبهٔ اول(زیر)برای استفادهٔ رمزنگاری، دوست داریم در یک 
.استفاده می کنیم E(Z_p)عدد اول باشد، مستقیماً از گروه کامل |E(Z_p)|اگر خودِ 

ار یک عامل اول بزرگ داشته باشد، در زیرگروه متناظر آن عامل ک |E(Z_p)|اگر نه، ولی 
اگر. می کنیم

|E(Z_p)| = r * q
، آنگاه (gc(r , q) = 1و داریم  cofactorمی گویند  rبه )باشد  r < qعدد اول و qبا

مجموعهٔ
G = { rP | P  درE(Z_p) }

 اول این ساخت دقیقاً شبیه ساخت زیرگروه های مرتبهٔ. می سازد qیک زیرگروه با مرتبهٔ 
.لزوماً چرخه ای کامل نیست E(Z_p)بود، فقط این جا Z_pدر 
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باشد «واقعاً سخت»منحنی امن یعنی جایی که لگاریتم گسسته 

هدف در رمزنگاری این است که منحنی ای انتخاب شود که بهترین الگوریتم 
نی هیچ شناخته شده برای لگاریتم گسسته روی آن، از نوع عمومی و نمایی باشد؛ یع

.الگوریتم زیرنمایی ویژه ای برای آن گروه وجود نداشته باشد
:چند خانواده منحنی از این نظر ضعیف اند و باید کنار گذاشته شوند

ن دارند؛ در این حالت لگاریتم گسسته را می توان در زما E(Z_p)| = p|منحنی هایی که 
.چندجمله ای حل کرد

کوچک است؛ در این حالت  kرای p^k − 1مقسوم علیه  |E(Z_p)|منحنی هایی که 
کاهش  F_{p^k}به لگاریتم گسسته در میدان  E(Z_p)مسئلهٔ لگاریتم گسسته روی

.می شود، و برای آن میدان الگوریتم های زیرنمایی شناخته شده اند
یا سایر نهادها  NISTبرای همین در عمل معمولاً منحنی های استانداردی را که توسط 

.ودتوصیه نمی ش« منحنی شخصی»پیشنهاد شده اند انتخاب می کنند و ساخت 
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(Point Compression)فشرده سازی نقطه 

می توان تقریباً نصف این فضا را صرفه جویی . می خواهد pروی منحنی، دو عدد پیمانهٔ P = (x , y)نمایش مستقیم نقطه 
y−و  yدو مقدار : را ارضا کنند y^2 = f(x) (mod p)ممکن است معادلهٔ  yحداکثر دو Z_pدر xبرای هر کرد

:پس برای مشخص کردن نقطه کافی است
را ذخیره کنیم، xعدد 

اگر فرد ،b = 0زوج باشد  yاگر : برای مثال)مدنظر است  yاز این دو « کدام»نگه داریم که تعیین کند  bیک بیت
:این گونه است (x , b)بازسازی نقطه از روی(b = 1باشد 

.را حساب می کنیم y^2 = f(x) (mod p)از معادلهٔ  y2و  y1دو ریشهٔ مربعی. ۱
(.یا هر دو صفر)یکی از آن ها زوج و دیگری فرد است . ۲
.را بازسازی می کنیم (x , y)انتخاب کرده و نقطهٔ yریشهٔ زوج یا فرد را به عنوان،bبسته به مقدار . ۳

.ذخیره سازی نقاط تقریباً نصف می شود/به این ترتیب، هزینهٔ ارسال



یک طرفه و هش

DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

5

ریعوض کردن نمایش برای حذف معکوس گی: مختصات پروژکتیو
.«مختصات افاین»نمایش می دادیم؛ به این می گویند  )x , y(تا این جا نقطه ها را به صورت زوج

نمایش می دهیم  )X , Y , Z(را با یک سه تایی O ≠ )P = )x , yهر نقطه« مختصات پروژکتیو»در 
:که

x = X / Z )mod p(
y = Y / Z )mod p(

نمایش داده  Y ≠ ۰و( Y , 0 , 0) با هر سه تایی از شکل  Oنقطهٔ بی نهایت. است Z ≠ ۰و 
:تبدیل بین این دو نمایش ساده است.می شود

↦ O(x , y: )افاین به پروژکتیو )x , y , 1( ≠ 
pپیمانهٔ  )X/Z , Y/Z(↦ Z ≠ ۰با  )X , Y , Z(:پروژکتیو به افاین

)x2 − x1(در فرمول های جمع دو نقطه در مختصات افاین، باید معکوس:مزیت اصلی این نمایش

در مختصات پروژکتیو، با .را حساب کنیم؛ معکوس گیری گران تر از جمع و ضرب است pپیمانهٔ
استفاده از این که هر نقطه نمایش های متعددی دارد، فرمول های جمع را طوری بازنویسی 
.باشدمی کنند که همه چیز فقط با جمع و ضرب انجام شود و هیچ معکوس گیری صریحی لازم ن

:کتاب این کار را به صورت نمادین انجام می دهد
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 گیریعوض کردن نمایش برای حذف معکوس: ادامه مختصات پروژکتیو
:مزیت اصلی این نمایش

را حساب  pپیمانهٔ  (x2 − x1)در فرمول های جمع دو نقطه در مختصات افاین، باید معکوس 
.کنیم؛ معکوس گیری گران تر از جمع و ضرب است

ی در مختصات پروژکتیو، با استفاده از این که هر نقطه نمایش های متعددی دارد، فرمول ها
جمع را طوری بازنویسی می کنند که همه چیز فقط با جمع و ضرب انجام شود و هیچ 

.معکوس گیری صریحی لازم نباشد
:کتاب این کار را به صورت نمادین انجام می دهد

را در نظر می گیرد، P2 = (X2 , Y2 , Z2)و P1 = (X1 , Y1 , Z1)دو نقطه 
s اختلف »را به صورتyها ضرب در معکوس اختلفxمی نویسد،« ها

 Z1 * Z2 * (X2 Z1 − X1 Z2)^3سپس هر سه مختصات نتیجه را در یک ضریب مشترک مثل 
ضرب می کند تا معکوس از فرمول حذف شود،

.می رسد که فقط شامل جمع و ضرب هستند X3 , Y3 , Z3و در نهایت به فرمول هایی برای
یمانه ای در این دستگاه مختصات می توان جمع نقاط را بدون هیچ معکوس گیری پ: نکتهٔ اصلی

.انجام داد که از نظر اجرا بسیار ارزان تر است
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چند نمایش، چند ظرافت امنیتی

(  X , Y , Z)چون در مختصات پروژکتیو یک نقطه نمایش های متعددی دارد، شکل ظاهری 
ملت ممکن است اطلعاتی در مورد نحوهٔ محاسبهٔ آن نقطه بدهد؛ این گاهی می تواند در ح

.کانال جانبی یا نشت اطلعات به کار مهاجم بیاید
:برای کاهش این خطر

اده استف( یا نسخه های فشرده شدهٔ آن)برای ذخیره و ارسال، معمولاً از مختصات افاین 
.می شود

 رود و بعد مختصات پروژکتیو فقط به عنوان نمایش داخلی موقتی حین محاسبات به کار می
.دوباره نتیجه به شکل استاندارد برگردانده می شود
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منحنی های بیضوی مشهور در عمل
فاده به جای این که هر کس منحنی خودش را طراحی کند، عملً از منحنی های استاندارد است

ی می شود که سال ها بررسی شده اند و هم از نظر امنیت و هم از نظر سرعت، وضعیت خوب
:چند نمونه. دارند
P-256 ،P-384 ،P-521خانوادهٔ  ●

P-256 یا(secp256r1)  رویZ_p  تعریف شده کهp  بیتیِ خاص است ۲۵۱ یک عدد اول:
p = 2^256 − 2^224 + 2^192 + 2^96 − 1.

.سریع پیاده سازی شوند pباعث می شود محاسبات پیمانهٔ  pاین شکلِ خاصِ 
.Bبا یک ثابت مشخص  y^2 = x^3 − 3x + B (mod p):معادلهٔ منحنی

.برای ساده شدن فرمول های جمع و دوبرابرکردن است( ۳یا معادل آن ) A = −3انتخاب 
.همان گروه هدف است E(Z_p)مرتبهٔ این منحنی یک عدد اول بزرگ است؛ پس خودِ 

P-384  وP-521  بیتی هستند ۵۲۱ و  ۳۸۴ نسخه های مشابه روی اعداد اول.
● Curve25519  وEd25519
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ادامه منحنی های بیضوی مشهور در عمل
برای پیاده سازی سریع ضرب و  pتعریف می شود؛ باز هم شکل p = 2^255 − 19با  Z_pروی

و  Curve25519این منحنی در فرم مونتگمری به نام .کاهش پیمانه ای انتخاب شده است
.استفاده می شود Ed25519در فرم ادواردز پیچ خورده به نام

کلید  گروه کامل مرتبهٔ اول نیست، اما زیرگروهی با مرتبهٔ اول بزرگ دارد که برای تبادل
 TLSمانند)در بسیاری از پروتکل های مدرن .هلمن و برای امضاها استفاده می شود–دیفی

.از این منحنی استفاده می شود( جدیدتر و انواع پیام رسان ها
● secp256k1

:که در آن Z_pمنحنی ای با مرتبهٔ اول روی 
p = 2^256 − 2^32 − 2^9 − 2^8 − 2^7 − 2^6 − 2^4 − 1.

y^2 = x^3 + 7 (mod p): معادلهٔ آن
مک است؛ ساختار جبری خاصی دارد که به بهینه سازی پیاده سازی ک Koblitzاین یک منحنی

ن برای به عنوان منحنی اصلی در سامانهٔ رمزنگاری بیت کوی: معروف ترین کاربردش.می کند
.کلیدهای عمومی و امضاها
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کاربردهای رمزنگاری – ۹.۴شروع 
:، روی دو چیز خیلی وقت گذاشتیم۹تا این جا در فصل 

از یک طرف، ابزارهای ریاضی مثل نظریهٔ اعداد و گروه ها را ساختیم؛
،RSAلهٔ سختی فاکتورگیری، مسئ)از طرف دیگر، چند فرض محاسباتی مهم تعریف کردیم 

« ومیباور عم»که ( …هلمن، گروه های اول، منحنی های بیضوی و –لگاریتم گسسته، دیفی
.این است که حل شان در عمل غیرممکن یا بسیار سخت است

:اریدر ادامهٔ فصل و بقیهٔ کتاب، همین فرض ها تبدیل می شوند به اجزای واقعی رمزنگ
ی، عموم-تابع های یک طرفه، توابع هش، مولدهای شبه تصادفی، طرح های رمزنگاری کلید

…امضاها و
طور به یک شروع کوتاه و نمونه وار است تا ببینیم این سنگ بنای ریاضی چ ۹.۴این بخش 

کول تبدیل می شود؛ جزئیات کامل تر به فصل های بعد مو« پروتکل و سیستم واقعی»
.می شود
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ایده و نقششان –تابع های یک طرفه 

ساده ترین آجر رمزنگاری اند؛(one-way functions)تابع های یک طرفه 
.MACبرای رمز متقارن و « کافی»اند و هم « لازم»هم 

داریم کهfیک تابع : ایدهٔ شهودی
سریع است،xاز روی  f(x)محاسبهٔ 

.در عمل غیرممکن باشد yشود، از روی f(x) = yکه xولی برعکسش، پیدا کردن یک 
ی عددی نقش کلی آن ها را باز می کند؛ این جا فقط تعریف دقیق و چند ساخت مبتنی بر سخت ۸فصل 

.را می خواهیم
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آزمایش معکوس گیری و تعریف رسمی تابع یک طرفه
:، آزمایش زیر تعریف می شود«سختی معکوس گیری»برای فرمال کردن 

حساب  y = f(x)انتخاب می شود و nیکنواخت از بین رشته های دودویی طول xیک . ۱
.می شود

.برمی گرداند ’xرا می گیرد و رشته ای yو n^۱ورودی Aالگوریتم حریف . ۲
.۰باشد، وگرنه f(x') = yاست اگر  ۱خروجی آزمایش برابر . ۳

→ *f : {0,1}می گوییم  :یک طرفه است اگر*{0,1}
را f(x)مقدار ،xیک الگوریتم چندجمله ای وجود دارد که با گرفتن : «محاسبهٔ آسان»( ۱

.برگرداند
،Aبرای هر الگوریتم تصادفی چندجمله ای : «معکوس گیری سخت»( ۲

در آزمایش بالاAوجود دارد به طوری که احتمال موفقیت negl(n)یک تابع ناچیز 
.باشدnegl(n)حداکثر ( شودf(x') = yیعنی این که )
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نندهتعریف تولیدک –از سختی فاکتورگیری  fGenساخت 
 N = p * qبه صورت  Nیک n^۱یک الگوریتم چندجمله ای است که روی ورودی Genفرض کن 

تولید می کند،
(.به جز با احتمال ناچیز)بیتی اند  nدو عدد اول qو pکه

Genش را این همان تولیدکننده ای است که در بخش فاکتورگیری داشتیم، فقط این جا اسم
.می گذاریم
.بیت تصادفی مصرف می کند nحداکثر n^۱تصادفی است و برای ورودی Genالگوریتم

Genورودی تابع را به عنوان همان رشتهٔ تصادفی ،fGenبرای ساخت یک تابع قطعی 
:استفاده می کنیم

،(بیتیnیک رشتهٔ x )روی ورودی
را به دست آوریم)N , p , q(را اجرا می کنیم تا )Gen)1^n ; xالگوریتم 

.برمی گردانیم)fGen)xرا به عنوان خروجی Nو سپس فقط 
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یک تابع یک طرفه است؟fGenچرا 
:دقیقاً یکسان اندNدو توزیع زیر روی 

۱ )x یکنواخت در رشته هایn بیتی، و سپسN = fGen(x)
.خروجی Nبه صورت تصادفی و گرفتن  Gen(1^n)اجرای ( ۲

برقرار باشد،Genاگر سختی فاکتورگیری نسبت به 
هایی که با حالت دوم تولید شده اند برای هر حریف چندجمله ای سخت  Nیعنی فاکتورگیری 

.است
در هر دو حالت یکی است،Nچون توزیع 

.نیز به همان اندازه سخت استfGenنسبت به Nبرای xپس پیدا کردن یک پیش تصویر 
:نکتهٔ کلیدی
،fGen(x) = Nای پیدا کند که xاگر حریفی 

را به دست بیاوریم،(N , p , q)را اجرا کنیم و Gen(1^n ; x)ما می توانیم دوباره 
.می شود فاکتورها را بیرون کشیدxپس از هر پیش تصویر 
.استNاز نظر محاسباتی به سختی فاکتورگیری  fGenبنابراین، معکوس کردن 
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و فاکتورگیری fGenمثال عددی ساده برای 
:انتخاب کن؛ مثلً بنویس Genیک ورودی خیلی کوچک فرضی برای•
:با یک رشته ی تصادفی ساده، این دو عدد اول را بسازد Genفرض کنید•

p = 11 , q = 13 → N = 143
:بعد توضیح بده•
(ضرب ساده)خیلی آسان است  N = p · qحساب کردن•
را مخفی کنیم، کار حریف دقیقاً همان مسئله ی  qو pرا به حریف بدهیم وN = ۱۴۳اما اگر فقط•

«.فاکتورگیری است
:در یک باکس کوچک جمع بندی بنویس •
x رشته ی تصادفی→ fGenورودی تابع •
Nفقط→خروجی  •
→و pبرای معکوس کردن باید برگردی به • q یعنی بایدN  این همان سختی ای →را فاکتور بگیری

.است که فرض کرده ایم
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Gen / Samp / f –خانوادهٔ جایگشت ها 

«   جایگشت ها»، خانواده ای از «هر تابع»برای تابع های یک طرفه، گاهی به جای 
(permutations) را می سازیم.

:خانواده ای از جایگشت ها است اگر Π‌=‌(Gen , Samp , f)یک سه تایی 
۱ )Gen(1^n) پارامترهاییI  تولید کند؛ هرI ٔیک مجموعهD_Iرا تعریف می کند

→ f_I : D_Iیک جایگشت  rangeو domainکه  D_I است.
۲ )Samp(I)  روی ورودیI  یک عنصر یکنواخت ازD_Iبرمی گرداند.
۳ )f  یک الگوریتم قطعی است که روی ورودیI وx ∈ D_I، مقدارy = f_I(x)را می دهد.

:برای چنین خانواده ای، آزمایش معکوس گیری هم شبیه قبل است
Gen(1^n) → I، سپسx یکنواخت ازD_I باSamp،

.f_I(x') = yپیدا کند که 'xباید یک I , yبا داشتن Aو حریف y = f_I(x)بعد 
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RSAجایگشت یک طرفه و ساخت مبتنی بر 
یک خانواده ی جایگشت یک طرفه است اگر برای هر حریف چندجمله ای  Π‌=‌(Gen , Samp , f)می گوییم خانواده ی 

A،احتمال موفقیت او در آزمایش معکوس گیری حداکثر یک تابع ناچیزnegl(n) باشد.
:را در نظر می گیریم RSA (Construction 9.77)اکنون ساخت

Gen  :الگوریتمGenRSA  1را روی ورودی^n اجرا می کنیم تا سه تایی(N , e , d) سپس شاخص . به دست آیدI = 
(N , e) را خروجی می دهیم و دامنه ی متناظر با آن را مجموعه یZ*_N ( اعداد وارون پذیر پیمانه یN)  در نظر

.می گیریم
Samp  : یک عنصر را به طور یکنواخت ازZ*_N  یا معادل آن، عنصری را از )انتخاب می کندZ_N  انتخاب می کند و

(.شود تکرار می کند 1برابر  Nآن با gcdاین کار را تا زمانی که
f  : برای شاخصI = (N , e)  و ورودیx  ازZ*_N، مقدارf_I(x) = x به توانe  پیمانه یN را برمی گرداند.

هم اول است و در نتیجه نگاشت  φ(N)نسبت به eاست، زیرا Z_Nیک جایگشت روی (N , e)این تابع برای هر
.وارون پذیر می باشد Z_Nتوان رسانی روی گروه

ن یعنی پیدا کرد)سخت باشد، آنگاه معکوس کردن این جایگشت ها  GenRSAنسبت به الگوریتم RSAاگر مسئله ی
برای هر حریف چندجمله ای سخت است و در نتیجه این ساخت یک خانواده ی  (dبدون داشتن  yامِ eریشه ی 

.جایگشت یک طرفه می باشد
می توان خانواده های ،(Z*_pمانند )به طور مشابه، با تکیه بر سختی مسئله ی لگاریتم گسسته در گروه های مناسب 

(.۸رجوع شود به فصل )دیگری از جایگشت های یک طرفه ساخت 
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ایده کلی –هش مقاوم در برابر برخورد 

 collision-resistant)«مقاوم در برابر برخورد»تابع های هش 
hash)  معرفی شدند؛ ۷و  ۱در فصل های

را دیدیم، اما بدون ( هاSHAمثل )نمونه های عملی  ۷در فصل 
.اثبات از فرض های ساده تر

اینجا یک ساخت تئوریک می دهیم که برخوردناپذیری آن
ل سوار روی فرض سختی لگاریتم گسسته در گروه های مرتبهٔ او

.است
یک گروه  n^1یک الگوریتم تولید گروه است که روی G:فرض

،Gچرخه ای 
.تولید می کندgو یک مولد( مرتبهٔ گروه)qیک عدد اول

یک خانوادهٔ تابع هش ثابت طول بسازیمGمی خواهیم از این
است و خروجی یک عنصر از گروه (x1 , x2)«اسُ»که ورودی دو 

G.
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H_s(x1 , x2) = g^(x1) * h^(x2)ساخت تابع 

:کلید تابع هش یک توصیف گروه به همراه دو مولد است
Gen  : 1روی^n، ابتداG(1^n) را اجرا می کنیم تا(G , q , g) ،به دست آید

انتخاب می کنیم Gیکنواخت از  hسپس یک 
.را به عنوان کلید برمی گردانیمs = (G , q , g , h)و 
H  : روی ورودیs = (G , q , g , h) و زوج ورودی(x1 , x2) باx1 , x2 ∈ Z_q،

.خروجی می شودGدر گروهH_s(x1 , x2) = g^(x1) * h^(x2)مقدار 
نمایش داد [q-1 , 0], برای اسلیدها می توان ورودی ها را به صورت دو عدد صحیح در: توجه

(.مثلً روی منحنی بیضویG (عنصر از گروه /و خروجی را به صورت یک نقطه
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نکات فنی دامنه، برد و فشرده سازی
:دامنهٔ تابع( ۱

بیت را به دو قسمت (n-1)2هر ورودی طول تعریف کنیم،« بیت استرینگ»برای این که تابع را روی 
x1  وx2 ( هرکدامn-1بیت )و هرکدام را به صورت طبیعی به یک عدد در می بریمZ_q تفسیر

.می کنیم
:برد تابع( ۲

ول ولی در عمل می توانیم آن را به صورت یک رشتهٔ بیتی با طاست؛Gیک عنصر ازH_sخروجی
نمایش دهیم،(nوابسته به )ثابت 

.جور شود« هش ثابت طول»کنیم تا با تعریف رسمی  paddingو در صورت نیاز، کمی 
:فشرده سازی واقعی( ۳

تعداد بیت های لازم برای نمایش یک تر از ورودی است که« فشرده»این ساخت فقط وقتی واقعاً 
در غیر این صورت، یک تعمیم از همین ایده لازم است.باشد (n-1)2کمتر از  Gعنصر 

ورودی بلندتر را به خروجی کوتاه تر تا با تکرار یا ترکیب،( ارجاع می دهد ۹.۲۸کتاب به تمرین )
.نگاشت کنیم
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تهایدهٔ اثبات برخوردناپذیری بر پایهٔ لگاریتم گسس
:می گوید ۹.۷۹قضیهٔ 

گروه های با مرتبهٔ اول تولید کندGاگر 
و مسئلهٔ لگاریتم گسسته در این گروه ها سخت باشد،

.است« مقاوم در برابر برخورد»آن وقت ساخت بالا یک خانوادهٔ هش ثابت طول 
:طرح اثبات

)ε(nالگوریتمی است که با احتمال Aفرض کن حریف 
پیدا می کند؛H_sیک برخورد برای

،)s = )G , q , g , hیعنی با داشتن کلید 
پیدا می کند)'x1' , x2(و)x1 , x2(دو ورودی متفاوت

Gدر )'g^)x1( * h^)x2( = g^)x1'( * h^)x2:به طوری که
)'x1 , x2( ≠ )x1' , x2(و 
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سستهادامه ایدهٔ اثبات برخوردناپذیری بر پایهٔ لگاریتم گ
:از این تساوی می توان نوشت

g^(x1 - x1') = h^(x2' - x2)
دقیقاً ( روی گروه های مرتبهٔ اول) ۹.۱۵قضیه کمکی .استgیک توان شناخته شده از hکه یعنی 
پس می توانیم از.را به صورت کارا محاسبه کنیمlog_g(h)چطور از دو رابطهٔ این شکلی،می گوید

A یک الگوریتمA’ از:بسازیم کهG(1^n)یک(G , q , g)و سپس یکh،یکنواخت می گیرد
با استفاده از فرمول قضیه 'Aیک برخورد بدهد،Aاگرمی دهد، Aرا به s = (G , q , g , h)همان
،۹.۱۵کمکی 

log_g(h) احتمال موفقیت .را محاسبه می کند و مسئلهٔ لگاریتم گسسته را حل می کندA’  در حل
چون فرض کردیم لگاریتم گسسته سخت است، این .استε(n)لگاریتم گسسته دقیقاً برابر

هم ناچیز است، یعنی هیچ الگوریتم کارایی نمی تواند با ε(n)پساحتمال باید ناچیز باشد؛
یک تابع هش ثابت طول Hدر نتیجه، ساخت.برخورد تولید کند H_sاحتمال غیرناچیز برای 

.است« مقاوم در برابر برخورد»



DLP/DH

گروه ها و بیضوی

RSA و رابطه ها

فرض فاکتورگیری

رابین–آزمون میلر

با تشکر از توجه همه شما عزیزان
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