


 

Chapter 1

 Exploring Cryptography – 
Examining Its Fundamentals and 
Potential Applications
Sudhakar Radhakrishnan and Sherine Jenny Rajan

1. Introduction

Fast communication between the digital and physical worlds is made possible by
the Internet of Things (IoT).

This rapid growth has made everything in the world to get connected. Therefore,
it will be essential to secure this growing amount of data while it is being transmitted.
Cryptography is a crucial instrument used to protect this data [1].
  The study of encrypting and decrypting data using mathematics is known as cryp-
tography. With the use of cryptography, you can send or keep confidential data over 
unsecure networks, such as the Internet, such that only the intended receiver can read
it. In our IoT-connected world, cryptography is utilized to encrypt all transferred data
as well as to authenticate individuals, devices, and other gadgets. The study of data 
security is known as cryptography, and the science of deciphering and intercepting 
secure communication is known as cryptanalysis. Cryptography and Cryptanalysis 
together is said to be Cryptology. The history of cryptography is interesting and 
extraordinarily long and may be found in the book “The Code Book: The Secrets 
Behind Code breaking” by Simon Singh.

2. Fundamentals

The goals of cryptography are confidentiality, integrity and availability.
Information confidentiality is safeguarded by cryptography, which also makes sure 
data has not been altered and that the information originated from the intended 
source rather than an unauthorized sender [2].
  Symmetric key and asymmetric key cryptography are the two forms of cryptog-
raphy. Using the same secret key, the sender and the recipient encrypt and decode
a message in symmetric cryptography [3]. Refer  Figure  1. Most widely used AES 
belongs to symmetric key cryptography. Owing to its less complex mathematical 
procedures, symmetric key cryptography is typically quicker and more effective
than asymmetric encryption. This makes it appropriate for real-time encryption of 
massive amounts of data, like that needed to secure network connections and data 
storage.
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A pair of keys, private and public key are used by Asymmetric key cryptography. 
A few of the algorithms are Diffie-Helman key exchange, RSA and others. The private 
key is kept private and is only known to its owner, but the public key is freely shared 
and can be circulated broadly [4]. To decrypt messages encrypted with a public key, 
only the corresponding private key is needed, and vice versa. Digital signatures, the 
cryptographic equivalent of handwritten signatures, are made possible via asymmet-
ric cryptography [5]. A message or document can be signed by the sender using their 
private key, and the recipient can verify the authenticity of the signature using the 
sender’s public key. The message’s origin and integrity are guaranteed by this proce-
dure. The public key can be provided by a trusted third party like certificate authority 
(CA). Asymmetric encryption is exemplified in Figure 2, where the recipient’s public 
key is used to encrypt the plain text, and the recipient’s private key is used to crack it. 
This provides confidentiality.

3. Challenges and research avenue

The art of secure communication, cryptography, has several theoretical and 
practical difficulties [6]. Among the major challenges are

•	 Key management: the hardest part of securing large-scale systems is frequently 
managing the safe distribution, storage, and frequent updating (even during a 
single session) of secret keys [7].

•	 Computational power: attacks on standard encryption techniques can become 
more likely as computational power rises. The constant development of more 
robust algorithms that can survive ever-powerful computers is required of 
cryptographers [8].

•	 Side-channel attacks: it takes into account adversaries attempting to exploit the 
physical characteristics of real cryptography equipment [9]. Algorithm vulner-
abilities provide a serious threat to the security of encrypted data.

Figure 1. 
Symmetric encryption.

Figure 2. 
Asymmetric encryption.
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•  Algorithm vulnerabilities: vulnerabilities in even well-designed algorithms may
  not always be obvious at first [10]. A security vulnerability can expose all sensi-
  tive information to the attacker.

•  Threats from quantum computing: quantum computers can solve some math-
  ematical problems far quicker than conventional computers. Their ability to
  overcome well-known encryption methods like RSA and ECC is considerable [11].

  Numerous avenues for research into cryptography have been made possible by
the difficulties in creating cryptographic algorithms. A great deal of recent effort has 
gone into creating post-quantum encryption that is resistant to quantum attacks, aim-
ing to develop workable quantum-resistant cryptographic schemes. Current research 
examines methods such as homomorphic encryption to perform computations on 
encrypted data without exposing it. Research concentrating on standardization
efforts to promote interoperability while maintaining security is in process. Further 
research on designing algorithms and implementations resistant to side channel 
attacks and optimizing cryptographic algorithms and protocols for better perfor-
mance without compromising security is carried out.

4. Applications

  In many real-time applications, cryptography is essential for maintaining data 
confidentiality and privacy on a variety of digital platforms. Cryptography protects 
sensitive data in the domain of online banking and financial transactions by using 
encryption algorithms to prevent theft or unauthorized access to user passwords [12],
credit card information, and transactional data. Cryptographic protocols like SSL/
TLS are used by secure communication channels, such email services and instant 
messaging applications, to encrypt data during transmission, protecting attachments 
and messages from tampering or eavesdropping. Cryptographic techniques are also 
used in the healthcare industry to secure electronic health records (EHRs), protecting
patient privacy and adhering to legal requirements. Furthermore, encryption plays
a major role in the developing field of block chain technology [13] by guaranteeing
the immutability and integrity of distributed ledgers, allowing safe transactions.
Many real time applications like Web Browsing [14], Messaging Apps [15], Bitcoin 
Transactions [13], Full Disk Encryption [16], Cloud Storage Encryption [17], Two-
Factor authentication [12], Digital Signatures in Emails, Smart Home Devices & IoT 
devices [1], Military, Document security has increased the significance of encryption.

5. Conclusion

  Ultimately, cryptography ought to be viewed as the fundamental component
of digital security, a vital tool for safeguarding personal information and ensuring 
secure communication in a range of settings. An overview of the basic ideas, chal-
lenges and applications of cryptographic systems has been given in this introductory 
chapter. Next chapters will explore the intricacies of encryption algorithms, key 
management, and real-world applications of cryptography in a variety of sec-
tors as we continue our investigation of this fascinating field. Moreover, the ever 
evolving technological landscape poses a constant threat to cryptographic systems,

4



Biometrics and Cryptography

necessitating constant innovation and adaptation to counter new attacks. By carefully 
examining its roots and applications, this study aims to shed light on how cryptog-
raphy supports data integrity, confidentiality, and authenticity in our increasingly 
interconnected world.
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1. Introduction

Cryptography is the science converting information into an unreadable format as a
practice of protecting confidential messages from unauthorized access [1]. Crypto-
graphic algorithms have come a long way since the early days of cryptography and
have evolved to keep up with the changing technological landscape. In this chapter,
we will explore the history of cryptographic algorithms and their evolution over time.

The earliest known cryptographic methods date back to ancient civilizations,
where methods, such as simple substitution and transposition ciphers, were used to
conceal messages and prevent non-authorized people from understanding messages.
These methods evolved over time to include more complex ciphers, such as the Caesar
cipher and the Vigenère cipher, which were used during the Middle Ages. The devel-
opment of the printing press and the subsequent increase in literacy rates led to the
need for more secure methods of encryption, which led to the development of more
complex ciphers such as the Playfair cipher and the Enigma machine.

Symmetric key cryptography is one of the oldest and most widely used types of
encryption. It is based on the concept of using the same key to encrypt and decrypt a
message. The history of symmetric key algorithms dates back to ancient times, where

Chapter 2

Cryptography – Recent Advances
and Research Perspectives
Monther Tarawneh
Abstract

Cryptography is considered as a branch of both mathematics and computer science, 
and it is related closely to information security. This chapter explores the earliest known 
cryptographic methods, including the scytale, Caesar cipher, substitution ciphers, and 
transposition ciphers. Also, explains the evolution of these methods over time. The 
development of symmetric and asymmetric key cryptography, hash functions, and digital 
signatures is also discussed. The chapter highlights major historical events and technolog-
ical advancements that have driven the need for stronger and  more  efficient encryption  
methods. In addition, the chapter explores the potential for integrating artificial intelli-
gence tools with cryptographic algorithms and the future of encryption technology.

Keywords: cryptography, mathematics, computer science, information security, 
scytale, Caesar cipher, substitution ciphers, transposition ciphers, symmetric key 
cryptography, asymmetric key cryptography, hash functions, digital signatures, 
evolution, historical events, technological advancements, artificial intelligence, future
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simple substitution ciphers were used to encrypt messages. Over time, more complex
algorithms were developed such as the Hill cipher and the data encryption standard
(DES). The development of the advanced encryption standard (AES) in the late
twentieth century marked a significant improvement in symmetric key cryptography
as it provided stronger encryption and faster processing times.

Asymmetric key cryptography, also known as public-key cryptography, is a
more recent development in the field of cryptography. It is based on the use of two
different keys—a public key and a private key—to encrypt and decrypt messages. The
concept of asymmetric key cryptography was first introduced by Whitfield Diffie and
Martin Hellman in 1976 [2]. This led to the development of various algorithms such as
the Rivest-Shamir-Adleman (RSA) algorithm [3] and the Diffie-Hellman key
exchange [4].

Hash functions are another important component of modern-day encryption. A
hash function is a mathematical function that takes an input (or message) and pro-
duces a fixed-length output (or hash) [5]. Hash functions are used to ensure the
integrity of data as any change to the original input will result in a different hash. The
history of hash functions dates back to the 1950s, where the concept of message
digests was introduced. Over time, more complex algorithms were developed such as
the secure hash algorithm (SHA) and the message digest (MD) [5, 6].

Digital signatures are used to provide authentication and non-repudiation in digital
communications. A digital signature is a mathematical scheme for demonstrating the
authenticity of a digital message or document. The history of digital signature algo-
rithms dates back to the early 1980s, where the concept of public-key cryptography
was first introduced. Over time, various algorithms were developed such as the
digital signature algorithm (DSA) and the elliptic curve digital signature algorithm
(ECDSA) [7].

The evolution of cryptographic algorithms has been driven by major historical
events and technological advancements. With the advent of the internet and the
increase in digital communication, the need for stronger and more efficient encryp-
tion methods became more pressing. As computing power continues to increase, the
potential for cracking encryption algorithms also increases. This has led to the need
for stronger and more advanced cryptographic algorithms, such as post-quantum
cryptography, which can withstand attacks from quantum computers.

In addition to the potential threats to encryption technology, there is also the
potential for integrating artificial intelligence tools with cryptographic algorithms. For
example, machine learning algorithms could be used to identify potential vulnerabil-
ities in encryption systems and improve their security.

As the digital landscape continues to evolve, the importance of staying ahead of the
curve in encryption technology cannot be overstated. This chapter provides an over-
view of the history and evolution of cryptographic algorithms, highlighting the need
for ongoing innovation and development in this field. By continuing to push the
boundaries of encryption technology, we can help to safeguard the privacy and secu-
rity of sensitive data in the digital age.

Encryption is a critical component of modern communication and information
security [8]. By converting data into a secure format that can only be accessed
with the correct key or password, encryption ensures that sensitive information is
protected from unauthorized access. Throughout history, cryptography has
played a significant role in the security of sensitive information from the early substi-
tution ciphers used by ancient civilizations to the modern public-key encryption
algorithms.
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  Recent  developments  in  technology  have  led  to  new  challenges  and
opportunities  in  the  field  of  cryptography.  The  rise  of  quantum  computing  [9],
blockchain  technology  [10],  and  the  need  for  secure  communication  in  an  increasingly
connected  world  have  all  driven  new  research  and  innovation  in  the  field  of 
cryptography  [11].

  This  chapter  provides  an  overview  of  various  cryptographic  techniques,  including
symmetric  and  asymmetric  encryption,  hashing,  digital  signatures,  homomorphic 
encryption,  multiparty  computation,  and  lightweight  cryptography.  Each  of  these 
techniques  has  its  own  strengths  and  weaknesses  and  is  suited  to  different  use  cases 
and  scenarios.  The  chapter  also  explores  the  future  of  cryptography,  including  devel-
opments  in  post-quantum  cryptography,  blockchain-based  cryptography,  and  other 
emerging  technologies.  By  understanding  the  principles  and  applications  of  modern 
cryptography,  we  can  better  protect  our  digital  assets  and  maintain  the  privacy  and 
security  of  our  communication.

2. Ancient  cryptography  methods

  The  history  of  cryptography  dates  back  to  ancient  civilizations,  where  people  used
various  methods  to  protect  their  messages  from  unauthorized  access.  The  earliest 
examples  of  cryptography  being  used  to  protect  information  were  found  in  an 
inscription  carved  around  1900  BC,  in  the  main  chamber  of  the  tomb  of  the  nobleman
Khnumhotep  II,  in  Egypt  [12,  13].  The  inscription,  known  as  the  “Cryptography 
Inscription,”  described  a  method  for  hiding  the  meaning  of  hieroglyphic
inscriptions  by  using  symbols  to  represent  individual  letters.  The  symbols  were
then  scrambled  in  a  specific  way  to  make  the  text  difficult  to  read.  The  main  purpose
of  the  “Cryptography  Inscription”  was  not  to  hide  the  message  but  rather  to  change  its
form  in  a  way  that  would  make  it  appear  dignified.  While  the  symbols  used  in  the 
inscription  were  scrambled,  they  were  still  readable  by  those  who  were  familiar  with 
the  method  of  substitution  used.  It  means  that  the  inscription  was  intended  for  a 
specific  audience  who  were  already  familiar  with  the  method  rather  than  as  a  means  of
keeping  the  message  secret  from  all  who  might  view  it.

2.1  Substitution  cipher

  One  of  the  earliest  known  methods  is  the  simple  substitution  cipher,  which 
involves  replacing  each  letter  of  the  alphabet  with  another  letter  according  to  a 
predetermined  pattern.  There  are  two  types  of  substitution  cipher:

1.  Monoalphabetic  substitution:  a  basic  cryptography  method  where  each  character
  of  the  plaintext  is  replaced  with  a  corresponding  character  of  cipher  text.  The
  same  substitute  symbol  or  letter  is  used  every  time  a  particular  plaintext  letter
  appears.  For  example,  if  “A”  is  substituted  with  “D,”  every  “A”  in  the  plaintext
  will  be  replaced  with  “D”  in  the  cipher  text  as  shown  in  Figure  1.  This  makes  it
  vulnerable  to  frequency  analysis  attacks  as  the  frequency  of  each  letter  in  the
  cipher  text  will  correspond  to  the  frequency  of  the  original  letters  in  the
  plaintext.  Therefore,  it  is  considered  a  weak  encryption  method  and  is  no  longer
  used  for  serious  cryptographic  applications.  However,  it  can  still  be  used  as  a
  simple  way  to  obscure  text  such  as  in  puzzles  or  games.

3
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One of the earliest examples of a monoalphabetic substitution cipher is the
Caesar cipher, which was used by Julius Caesar to communicate secretly with
his generals. In this cipher, each letter in the plaintext is shifted a certain
number of places down the alphabet. For example, if the shift value is three,
then the letter A is replaced by D, B is replaced by E, and so on shown in
Figure 2. The recipient of the message would need to know the shift value to
decrypt the message.

Another example of a monoalphabetic substitution cipher is the simple
substitution cipher in which each plaintext letter is replaced by a
corresponding symbol or letter from a fixed substitution pattern. Unlike the
Caesar cipher, the substitution pattern for the simple substitution cipher is
not based on a fixed shift value. Instead, the substitution pattern is usually
chosen randomly or based on a key provided to the recipient.

Despite being simple to implement, monoalphabetic substitution ciphers are not
secure by today’s standards as it makes it easier for an attacker to crack the code.

2.Polyalphabetic substitution: It is made up of multiple monoalphabetic
substitutions. In this method, a series of monoalphabetic substitutions are
performed on the plaintext, using different substitution alphabets for each letter
of the plaintext. This helps to make the ciphertext more difficult to crack as the
same plaintext letter can be encrypted in different ways depending on its
position in the message.

Vigenère cipher is the most known polyalphabetic substitution, which was
invented in the sixteenth century and used by the French military for several
centuries [14]. The Vigenère cipher uses a series of different alphabets, each
generated by shifting the previous alphabet by one letter. The cipher is
implemented using the Vigenère square (or table), which is made up of twenty-
six distinct cipher alphabets as shown in Figure 3. In the header row, the alphabet
is written in its normal order. In each subsequent row, the alphabet is shifted one
letter to the right until a 26 � 26 block of letters is formed.

Figure 1.
Monoalphabetic substitution cryptography.

Figure 2.
Caesar cipher with 1, 2, 3, and 4 shit to the left.
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Vigenère cipher can be done using the simplest way, which is similar to Caeser
cipher or sophisticated way, where keyword is used for the encryption to specify the
letter, the keyword is repeated over the length of the plaintext, and each letter of the
keyword is used to shift the corresponding letter of the plaintext by a certain number
of positions in the alphabet. For example, if you encrypt “security” using the simple
way, it will be “TGFYWOAG.” But when using the sophisticated way with “IBRI” as a
keyword, the cipher text will be “AFTCZJKG.” To make the cipher more secure,
Vigenère suggested using a different keyword for each message rather than reusing
the same keyword over and over again. He also suggested using longer keywords to
make the cipher even harder to crack. However, if the length of the keyword is
known, it can be easily broken using frequency analysis [15]. Figure 4 shows an
example of onetime pad encryption/decryption.

The onetime pad cipher is not a type of Vigenère cipher. It is a completely different
encryption method that is based on using a long, randomly generated key that is at
least as long as the plaintext. The key is made up of a series of random symbols, and
each symbol is used only once to encrypt one character of the plaintext. Because the
key is truly random and used only once, the onetime pad cipher is considered
unbreakable, provided that the key is kept secret and destroyed after use by both the
sender and the receiver.

The key must be as long as the plaintext for the onetime pad to be unbreakable.
Because onetime pad is based on perfect secrecy, which means that the ciphertext
provides no information about the plaintext, even if the attacker has unlimited com-
putational power.

Figure 3.
Vigenère square.
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Generating truly random keys that are as long as the plaintext is a challenging task,
and transmitting them securely to the recipient is also a difficult problem. This is why
the onetime pad is mostly used in special cases such as diplomatic and intelligence
traffic. Also, onetime pad only guarantees confidentiality and not integrity. This
means that an attacker who intercepts the ciphertext can not recover the plaintext, but
they can easily modify the ciphertext to change the meaning of the message. Onetime
pad requires a unique key for every message, and the keys should be securely
destroyed after use to prevent reuse.

The Playfair cipher is a polygraphic substitution cipher invented in 1854 by Sir
Charles Wheatstone [16]. It was the first cipher that allowed for the encryption of
pairs of letters instead of single letters. The Playfair cipher uses a 5 � 5 grid of letters,
with each letter of the alphabet appearing once. The letters in the grid are usually
chosen using a keyword. The keyword is then written into the grid, and the remaining
spaces are filled with the letters of the alphabet in order.

To encrypt plaintext using the Playfair cipher, the plaintext is divided into pairs of
letters. If there is an odd number of letters, a dummy letter such as “X” is added at the
end. Each pair of letters is then encrypted using the following steps and demonstrated in
Figure 5:

Step 1: Construct the MATRIX

• Simple way (without keyword)

◦ 5 � 5 table

◦ Skip letter J

• Sophisticated way (keyword)

◦ Keyword has no repeating letter

Figure 4.
onetime-pad encryption/decryption example.
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◦ 5 � 5 table

◦ fill in the remaining letters in alphabetic order (skip letter J)

Step 2: Preparing your message

◦ Message must be split into pairs

◦ Repeating plaintext letters that are in the same pair are separated with X

◦ If there is an odd letter at the end of the message insert the letter X

Figure 5.
Playfair cipher steps (A: simple and B: Sophisticated).
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Step 3: Encoding Rules:

• Rule 1: If they fall in the same column

◦ Move each letter down one position

◦ Upon reaching end of table, wrap around

• Rule 2: If they fall in the same row

◦ Move each letter right one position

◦ Upon reaching end of table, wrap around

• Rule 3: If it forms a rectangle

◦ Swap the letters with the ones on the end of the rectangle

An electromechanical machine developed in 2017 [17] that used a rotating disc
with an embedded key to encode a substitution table that changed with every new
character typed. This device was the first example of a rotor machine. The following
year, a German engineer, invented the Enigma machine [18], which used multiple
rotors instead of one. Initially designed for commercial use, the German military soon
recognized the potential of the Enigma machine and began using it to send coded
transmissions.

2.2 Transposition cipher

Transposition cipher is an earlier method, where the letters of the message are
rearranged according to a certain pattern, but the letters themselves are not changed
as shown in Figure 6. Unlike substitution ciphers, which replace plaintext characters
with different symbols or letters, transposition ciphers do not change the characters
themselves. Instead, they simply reorder the characters to create a new message. The
security of a transposition cipher is based on the difficulty of reconstructing the
original message from the reordered characters without knowledge of the used trans-
position algorithm.

The Rail Fence cipher is a type of transposition cipher that was first used during
the American Civil War. The technique involves writing the plaintext diagonally on a
grid, then reading the letters in a zigzag pattern along the rows of the grid to produce
the ciphertext. The number of rows in the grid can be adjusted to increase the
complexity of the cipher.

Figure 6.
Transposition cipher example.
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For example, suppose we want to encrypt the message “HELLO WORLD” using
a Rail Fence cipher with three rows. Write the letters on a grid as shown in Figure 7.

To decrypt the message, we would write the ciphertext diagonally on a grid, then
read the letters in the same zigzag pattern along the rows of the grid to recover the
plaintext.

While these ancient methods of cryptography may seem primitive by today’s
standards, they laid the foundation for the development of more complex encryption
techniques in the future. The principles of substitution and transposition ciphers are
still used in modern cryptography, and the need for secure communication continues
to drive the evolution of cryptographic algorithms.

3. Symmetric key cryptography

Symmetric key cryptography schemes are categorized as stream ciphers or block
ciphers. Stream ciphers work on a single bit at a time and execute some form of
feedback structure so that the key is repeatedly changing. A block cipher encrypts one
block at a time utilizing the same key on each block. In general, the same plaintext
block will continually encrypt to the same ciphertext when using the similar key in a
block cipher, whereas the same plaintext will encrypt to different ciphertext.

The history of symmetric key cryptography can be traced back to the days of Julius
Caesar, who used a simple substitution cipher to protect his military communications.
Over time, various types of symmetric key encryption algorithms were developed, such
as the Vigenère cipher, which used a polyalphabetic substitution method, and the
Enigma machine, which used a combination of substitution and transposition methods.

3.1 Data encryption standard (DES)

One of the most widely used symmetric key encryption algorithms is the data
encryption standard (DES), which was developed by IBM in the 1970s and adopted in
1977 by the National Bureau of Standards, now the National Institute of Standards and
Technology (NIST), as Federal Information Processing Standard. U.S. Data are
encrypted in DES using a block cipher method to encrypt data in 64-bit blocks, with a
56-bit key. The algorithm transforms 64-bit input (plaintext) in a series of steps into a
64-bit output (ciphertext). The same steps, with the same key, are used to reverse the
encryption. The encryption process in DES involves three phases:

1. Initial permutation (IP): The 64-bit input plaintext is shuffled (rearranged)
according to a fixed permutation table to produce the permuted input. The initial

Figure 7.
Rail Fence encryption example.
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permutation and its inverse are defined by tables that indicate the position of
each bit in the input to the output as shown in Figure 8. The permutation tables
are used in the encryption and decryption processes to rearrange the bits of the
input according to the specified permutation.

2.16 rounds of a complex key-dependent round function: Each round involves a
substitution and a permutation. The 56-bit key is used to generate 16 round
subkeys, each consisting of 48 bits, which are used in the round function. The
output of the 16th round consists of 64 bits that are a function of the input
plaintext and the key. The left and right halves of the output are swapped to
produce the pre-output. Figure 9 shows the internal structure of a single round,
focusing on the left-hand side of the diagram. The main steps are:

Figure 8.
The initial permutation and its inverse.

Figure 9.
Internal structure of single round.
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A.Separation: The left and right halves of each 64-bit intermediate value are
treated as separate 32-bit quantities, labeled L (left) and R (right).

B. Expansion: The input key for each round is 48 bits and the right side (R) is
32 bits. In order to XOR Ki with Ri, we need to expand the length of Ri to 48
bits. The expansion table in Figure 10 is used for this purpose.

C. Key mixing: The 48-bit result from the expansion step is XORed with a 48-bit
subkey derived from the main 56-bit key. The subkey is generated using a
combination of permutation and substitution operations on the main key. As
shown in Figure 9, the subkey generation in DES involves the following steps:

• The 64-bit key is permuted using a fixed permutation called the
permutation choice 1 (PC-1) as shown in Figure 11. The output of this
step is a 56-bit key, where eight of the bits are parity bits and are not
used in the encryption process.

Figure 10.
Expansion permutation table.

Figure 11.
Tables used in subkeys generation.
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• The 56-bit key is then split into two 28-bit halves, C0 and D0.

• Each of the halves is subjected to a series of circular shifts or rotations.
In particular, for rounds 1, 2, 9, and 16, the shifts are one bit, while for
all other rounds, the shifts are two bits.

• After each shift, the two halves are combined to form a 56-bit value,
which is then permuted using a fixed permutation called the
permutation choice 2 (PC-2) as shown in Figure 9. The output of this
step is a 48-bit subkey.

• This process is repeated for each round of the encryption process,
resulting in a total of 16 subkeys.

• The subkeys are used in the encryption process as inputs to the round
function, which combines them with the plaintext to produce the
ciphertext.

D.Substitution: This 48-bit result passes through a substitution function that
produces a 32-bit output. The S-boxes, also known as substitution boxes,
are the only nonlinear elements in the DES design. The S-boxes are used to
introduce confusion in the ciphertext by replacing each block of 6 bits of
the input with a different 4-bit output. There are 8S-boxes in DES as shown
in Figure 12, each taking a 6-bit input and producing a 4-bit output. Each
row of an S-box defines a substitution for a specific 4-bit input value, while
the column of the S-box defines the output value for that input value based

Figure 12.
S-boxes used in the substitution step in DES.
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Figure 13.
DES Algorithm steps.
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on  the  remaining  2  bits  of  the  input.  This  allows  for  a  total  of  16  x  4  =  64 
possible  substitutions  in  each  S-box.

E. Permutation:  The  32-bit  outputs  from  the  S-boxes  are  then  concatenated 
and  subjected  to  a  fixed  permutation  using  the  P-box  permutation.

3.  Final  permutation  (IP-1):  The  pre-output  is  shuffled  according  to  another  fixed
  permutation  table,  which  is  the  inverse  of  the  initial  permutation,  to  produce  the
  64-bit  cipher  text.  The  figure  shows  the  internal  structure  of  a  single  round.

  The  main  steps  summarized  in  Figure  13.  The  DES  key  generates  48  bits  long  16 
round  keys  from  the  initial  56  bit  key.  These  keys  are  used  in  each  round  of  the  encryption
process  to  modify  the  plaintext.  The  key  involves  applying  a  series  of  operations,  includ-
ing  a  permutation,  a  compression  function,  and  left  shifts,  to  the  56-bit  key.  The  resulting
subkeys  are  used  one  at  a  time  in  each  round  of  the  encryption  process.

  However,  due  to  its  small  key  size,  DES  is  now  considered  insecure  [19]  and  has 
been  replaced  by  the  advanced  encryption  s  (AES).
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To be more precise, 3DES (also known as Triple DES or TDEA) is a symmetric key
cipher that uses the DES algorithm three times in succession to increase its security
[1, 20]. The standard 3DES encryption process can be described as follows:

1.The plaintext is encrypted using the first 56-bit key (K1) with the DES algorithm
to produce a ciphertext.

2.The ciphertext from step 1 is decrypted using the second 56-bit key (K2) with the
DES algorithm to produce an intermediate value.

3.The intermediate value from step 2 is encrypted again using the third 56-bit key
(K3) with the DES algorithm to produce the final ciphertext.

Thus, 3DES involves encrypting the plaintext with K1, decrypting the result with
K2, and encrypting again with K3. The three keys K1, K2, and K3 are usually indepen-
dent keys generated randomly, although some variants of 3DES use a “keying option”
that allows for fewer keys to be used while still maintaining a higher level of security.

While 3DES is slower than DES due to its triple encryption process, it is still
considered a relatively fast algorithm and can be implemented in hardware, as well as
software. Also, due to its small key size, DES is now considered insecure [19] and has
been replaced by the advanced encryption standard (AES).

3.2 Advanced encryption standard (AES)

The AES (Advanced Encryption Standard) is a symmetric block cipher that
operates on fixed-size 128-bit blocks and supports key sizes of 128, 192, and 256 bits. It
was standardized by NIST (National Institute of Standards and Technology) in 2001
as a replacement for the aging DES (Data Encryption Standard) cipher.

The AES was selected from a pool of 15 candidate algorithms that were submitted
in response to a call for proposals issued by NIST in 1997 [21]. The selection process
involved several rounds of analysis and testing, culminating in the selection of
Rijndael [22], a cipher developed by Belgian cryptographers Joan Daemen and Vincent
Rijmen, as the winner.

The AES encryption and decryption algorithms use a series of rounds, where all
operations are performed on 8-bit bytes (one Word) (Figure 14). Each round of
processing works on the input state array and produces an output state array. The
output state array produced by the last round is rearranged into a 128-bit output block.
The state array is a 4 � 4 matrix of bytes that represents the input block. Each round,
the state array is modified by a series of operations that include byte substitution,
permutation, and arithmetic operations over a finite field as shown in the figure below.
After the final round, the state array contains the encrypted or decrypted data, which
are then copied to an output matrix to produce the final ciphertext or plaintext block.

Each round can be described in four functions as shown in Figure 14. These four
functions are combined in a specific order to form a round, and multiple rounds are
performed on the input block to produce the final ciphertext block. The number of
rounds depends on the key size and block size, with 10, 12, or 14 rounds used for 128-
bit, 192-bit, and 256-bit keys, respectively. The functions are:

1.SubBytes: The substitute bytes stage of AES uses a fixed S-box, which is a 256-
byte lookup table, to perform a byte-by-byte substitution of the input block. The
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S-box is designed so that each input byte is replaced by a unique output byte. The
inverse S-box is used in the decryption process, which maps each output byte
back to its original input byte. The S-box is a nonlinear component of the AES
algorithm, which helps to increase the resistance of the cipher to various attacks.
For example, 19 will be mapped to the value crossed between row 1 and column
9, which is equal to D4 in the S-Box as shown in Figure 15.

Figure 14.
The structure of AES algorithm.

Figure 15.
S-Box used in AES.
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2.ShiftRows: The shiftRows stage is a permutation step that cyclically shifts the
bytes in each row of the state array by a certain number of bytes. This operation
is applied to each row independently, with no mixing of the bytes between the
rows. The number of bytes shifted is determined by the row number: the first
row is not shifted at all, the second row is shifted by one byte to the left, the third
row is shifted by two bytes to the left, and the fourth row is shifted by three
bytes to the left as shown in Figure 16.

This operation provides diffusion of the input data, which increases the security
of the cipher. The inverse operation, used for decryption, is a cyclic shift to the
right instead of the left so that the original byte positions are restored.

3.MixColumns: each column of the state array is treated as a polynomial over the
finite field GF(2^8), where each byte is a coefficient of the polynomial. The bytes
are then multiplied by a fixed polynomial, and the result is reduced modulo
another fixed polynomial. This transformation ensures that each byte in a column
is dependent on all four bytes in the same column as demonstrated in Figure 17.

The multiplication and reduction are done using a pre-computed table of values.
The table is constructed in such a way that multiplication is reduced to a simple
table lookup and XOR operation.

During decryption, the inverse operation of MixColumns is performed. This
involves multiplying each column by a different fixed polynomial and reducing
the result modulo another fixed polynomial.

Figure 16.
ShiftRows operation and its output (with example).

Figure 17.
Mix column function.
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4.AddRoundkey: Each byte of the current block is XORed with the corresponding
byte of the round key. The round key is derived from the main encryption key
using a key schedule algorithm, which generates a set of round keys for each round
of encryption. This stage serves to add a layer of confusion to the encryption
process, making it more difficult to analyze and break the cipher. Figure 18
describe the AddRoundkey process in AES.

The AES key expansion algorithm takes as input a 128-bit (16-byte) key and generates
a sequence of round keys, one for each round of the AES encryption process. The key
expansion algorithm uses a key schedule to generate these round keys, which involves
performing a series of operations on the input key to generate an expanded key.

The key schedule begins by copying the input key into the first four words of the
key schedule. Then, the key expansion algorithm applies a series of operations to the
last four words of the current key schedule to generate the next four words. This
process is repeated until the key schedule contains the necessary number of round
keys for the specified key size. For example, for a 128-bit key, the key schedule will
generate 11 round keys, one for each of the 10 rounds of AES encryption plus an initial
round key. For a 192-bit key, the key schedule will generate 13 round keys, and for a
256-bit key, the key schedule will generate 15 round keys.

In the key expansion algorithm, the first word in each group of four undergoes a
series of operations before being XORed with the word from fourth positions back.
These operations include a one-byte circular left shift (RotWord), byte substitution
using the S-box (SubWord), and XORing with a round constant (Rcon[j]), the values
of Rcon[j] shown in Figure 19. In the 256-bit key/14-round version, an additional step
is performed on the middle word. The steps are:

1.RotWord performs a one-byte circular left shift on a word.

2.SubWord performs a byte substitution on each byte of its input word, using the
S-box.

3.The result of steps 1 and 2 is XORed with a round constant, Rcon[j].

The AES cipher is widely used in various applications, including secure communi-
cations, data storage, and authentication. Its security has been extensively analyzed,
and it is considered to be highly secure against various types of attacks.

Figure 18.
Description of the AddRoundkey in AES.

Figure 19.
The values of Rcon[j] in hexadecimal.
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3.3 More symmetric algorithms

• Blowfish [23]: A symmetric key block cipher that uses variable-length keys (up to
448 bits) and a block size of 64 bits. Blowfish is widely used in cryptographic
applications and is known for its fast encryption and decryption speed.

• Twofish [24]: A symmetric key block cipher that is a successor to Blowfish. It uses a
block size of 128 bits and supports key sizes up to 256 bits. Twofish is considered a
strong and secure encryption algorithm but is slower than some other algorithms.

• Rivest Cipher 4 (RC4) [25]: A symmetric key stream cipher that is widely used in
wireless networks, secure socket layer (SSL), and other applications. RC4 uses a
variable-length key (up to 2048 bits) to generate a stream of pseudo-random bytes,
which are XORed with the plaintext to produce the ciphertext. However, RC4 has
been found to be vulnerable to attacks and is now considered insecure for many
applications.

3.4 Mode of operation

Since block ciphers operate on fixed-size blocks of data, they cannot be directly
used to encrypt or decrypt messages that are larger than the block size. A mode of
operation is a technique used to apply a block cipher to encrypt or decrypt data that is
larger than the block size of the cipher.

Modes of operation are used to overcome this limitation by allowing the encryption or
decryption of data that is larger than the block size of the cipher. These modes provide
methods to break up the input message into blocks, and then apply the block cipher to
each block. This process is typically performed using feedback mechanisms that generate
input for each subsequent block, based on the output of the previous block.

There are several modes of operation defined by NIST, each with its own strengths
and weaknesses and suitable for different types of applications. For example, some
modes are designed to provide confidentiality, while others also provide message
integrity and authentication. The five modes of operation defined by NIST are:

1.Electronic codebook (ECB): This is the simplest mode of operation, where each
block of plaintext is encrypted independently with the same key as shown in
Figure 20. However, it is not suitable for encrypting large amounts of data or
data with a predictable structure. It suffers from the lack of diffusion, which
means that identical plaintext blocks will result in identical ciphertext blocks.

Figure 20.
ECB mode encryption.
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This makes it vulnerable to attacks as patterns in the plaintext can be easily
observed in the ciphertext. For example, an image encrypted with ECB mode will
have visible patterns and blocks, making it easy for an attacker to identify certain
parts of the image even without decrypting it. Therefore, it is not recommended
to use ECB mode for encrypting lengthy messages or sensitive data.

2.Cipher block chaining (CBC): The cipher block chaining (CBC) mode of operation
addresses the issue of repetitive plaintext blocks in ECB mode. This mode XORs
each plaintext block with the previous ciphertext block before encryption as
shown in Figure 21. This helps to provide diffusion and makes the encryption
process more secure than ECB. Itis worth noting that the sequential nature of CBC
encryption can also be an advantage in some cases as it provides a natural form of
authentication. If a ciphertext block is corrupted or modified during transmission,
the corresponding plaintext block will be affected, and the error will propagate
through the rest of the decryption process, making it easier to detect tampering.

However, one-bit change in a plaintext or IV affects all following ciphertext blocks
can also be a weakness. This can make it difficult to implement certain types of
secure communications protocols such as those that require random access to
encrypted data. Additionally, CBC requires a secure and unpredictable initialization
vector (IV) for each message, which can be challenging to generate and transmit
securely in some scenarios. Finally, as with any mode of operation that relies on a
shared secret key, CBC is vulnerable to attacks that exploit weaknesses in the
underlying block cipher or key management protocols.

3.Cipher feedback (CFB): In this mode, the block cipher is used as a feedback
mechanism to create a stream cipher. The plaintext is XORed with the output of the
block cipher, and the result is encrypted to produce the ciphertext as shown in
Figure 22. This mode allows for variable-length plaintext and provides a self-
synchronizing stream cipher. The initial value is called the initialization vector (IV),
and it is used to seed the process. The size of the shift registers determines the
amount of feedback. For example, if s = 8, the encryption process operates on an 8-
bit subset of the plaintext block at a time. If s = n, then the entire plaintext block is
used at once.

One advantage of CFB mode is that it allows for error propagation to be contained.
If a bit error occurs during transmission, only the block that contains the error is
affected. The other blocks remain unchanged. However, one disadvantage of CFB
mode is that it is sequential, which means that it cannot be parallelized.

Figure 21.
CBC mode encryption.
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4.Output feedback (OFB): OFB mode operates on full blocks of plaintext and
ciphertext such as other block cipher modes of operation. However, instead of
encrypting the plaintext, the block cipher is used to encrypt an IV to generate a
keystream. The keystream is then XORed with the plaintext to produce the
ciphertext. The key stream is generated independently for each block, so the
encryption and decryption can be parallelized as shown in Figure 23. The main
difference between OFB and CFB is that OFB generates a key stream that is
independent of the plaintext, while CFB uses the ciphertext as feedback to
generate the key stream.

5.Counter (CTR): This mode encrypts a counter value with a block cipher to
produce a keystream, which is then XORed with the plaintext to produce the
ciphertext. This mode is similar to OFB, but it allows for parallel encryption and
decryption and can be used for random. The counter is incremented for each
block of plaintext, and the resulting keystream is used to encrypt that block, see
Figure 24. The advantage of the CTR mode is that it allows for parallel
encryption and decryption of blocks since the keystream is generated
independently of the plaintext or ciphertext. This can lead to significant speed
improvements over other modes, particularly for large messages.

One potential drawback of CTR mode is the need to ensure that the counter
values are never repeated as this could compromise the security of the
encryption. This can be achieved by using a unique counter value for each block
of plaintext, for example by using a nonce (a number used only once) as part of
the counter value.

Figure 23.
OFB mode encryption.

Figure 22.
CFB mode encryption.
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4. Asymmetric key cryptography

Asymmetric key cryptography, also known as public-key cryptography, is a cryp-
tographic system that uses a pair of keys to encrypt and decrypt data. The pair of keys
consists of a public key, which is known to everyone, and a private key, which is kept
secret by its owner. The public key is used for encrypting the data, while the private
key is used for decrypting the data. Unlike symmetric key cryptography, where the
same key is used for both encryption and decryption, in asymmetric key cryptogra-
phy, the two keys are mathematically related, but it is computationally infeasible to
derive the private key from the public key.

The main advantage of asymmetric key cryptography is that it provides a secure
method of communication between two parties without the need for a pre-shared
secret key. Asymmetric key cryptography is used in many applications, including
digital signatures, key exchange, and encryption of sensitive data.

Some examples of asymmetric key cryptographic algorithms include RSA [26],
Diffie-Hellman [27], and elliptic curve cryptography (ECC) [28]. These algorithms
are widely used in various applications, including secure communication, digital sig-
natures, and online transactions [29].

4.1 RSA

RSA is a widely used public-key cryptosystem. It is been named after its inventors
Ron Rivest, Adi Shamir, and Leonard Adleman. Its security is based on the difficulty
of factoring large integers, which serves as the foundation for its mathematical oper-
ation. RSA has been used for over four decades and is still considered a secure and
practical public-key cryptosystem. RSA involves the generation of a public and a
private key pair. The public key is distributed to others, while the private key is kept
secret. The public key can be used to encrypt messages that only the owner of the
private key can decrypt.

The security of RSA is based on the fact that factoring large integers is a difficult
problem, and the larger the key size, the more difficult it becomes. RSA keys typically
range in size from 1024 to 4096 bits. We can say that RSA is widely accepted and
implemented in various applications such as secure communication, digital signatures,
and key exchange [30]. RSA encryption and decryption are performed as follows:

Figure 24.
Counter mode encryption.
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• Key generation:

1.Choose two large prime numbers p and q.

2.Calculate n = p * q and φ(n) = (p�1) * (q�1).

3.Choose an integer e such that 1 < e < φ(n) and gcd(e, φ(n)) = 1. This value
is called the public exponent.

4.Compute d, the multiplicative inverse of e modulo φ(n). This value is called
the private exponent.

• Encryption:

1.Represent the plaintext M as a positive integer less than n.

2.Compute the ciphertext C as C = Me mod n.

• Decryption: Compute the plaintext M as M = Cd mod n.

The security of RSA is based on the difficulty of factoring large composite numbers
into their prime factors. Breaking RSA encryption requires factoring the modulus n
into its two prime factors p and q, which is a computationally intensive task for large
values of n. Therefore, the security of RSA increases as the size of the keys and the
modulus increase.

4.2 Diffie-Hellman

Diffie-Hellman (DH) is a key exchange algorithm that allows two parties to estab-
lish a shared secret key over an insecure channel. It was developed byWhitfield Diffie
and Martin Hellman in 1976 and is based on the discrete logarithm problem in
modular arithmetic.

In DH, each party generates a public-private key pair. The public keys are
exchanged and used to derive a shared secret key. The derivation of the key involves
modular exponentiation and is based on the fact that the discrete logarithm problem is
believed to be hard. The DH protocol works as follows:

1.Alice and Bob publicly agree on a large prime number p and a primitive root of p,
denoted by g.

2.Alice randomly chooses a secret integer a and calculates A = g^a mod p. She sends
A to Bob.

3.Bob randomly chooses a secret integer b and calculates B = g^b mod p. He sends
B to Alice.

4.Alice computes the shared secret key as K = B^a mod p.

5.Bob computes the shared secret key as K = A^b mod p.
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6.  Alice  and  Bob  now  have  a  shared  secret  key  that  can  be  used  for  symmetric
  encryption.

  The  security  here  relies  on  the  fact  that  computing  the  discrete  logarithm  of  g  mod
p  is  computationally  infeasible.  This  means  that  an  attacker  who  intercepts  A  and  B 
cannot  calculate  a  or  b,  and  therefore  cannot  compute  the  shared  secret  key  K.

  The  DH  algorithm  can  be  used  for  secure  communication  by  combining  it  with  a 
symmetric  encryption  algorithm.  The  shared  secret  key  derived  using  DH  is  used  as  the  key
for  the  symmetric  encryption  algorithm,  providing  confidentiality  for  communication.
Widely  used  in  many  cryptographic  protocols  such  as  Secure  Socket  Layer  (SSL)/Transport
Layer  Security  (TLS),  Secure  Shell  Protocol  (SSH),  and  Virtual  private  networks  (VPNs)
[31,  32].  However,  it  does  not  provide  authentication  [32],  and  therefore  a  man-in-the-
middle  attack  is  possible  if  the  channel  is  not  authenticated.  To  address  this  issue,  DH  is 
often  used  in  combination  with  digital  signatures  or  other  authentication  mechanisms  [33].

5. Hash  functions

  A  hash  function  is  a  one-way  function  that  takes  an  input  (also  known  as  the 
message  or  data)  of  arbitrary  length  and  produces  a  fixed-size  output,  typically 
represented  as  a  sequence  of  bytes.  The  output  is  often  referred  to  as  the  hash  or 
message  digest.  A  good  hash  function  should  have  the  following  properties:

• Deterministic:  The  same  input  should  always  produce  the  same  output.

• Uniform:  The  output  should  appear  to  be  random  and  uniformly  distributed,
even  if  the  input  has  patterns  or  biases.

• One-way:  It  should  be  computationally  infeasible  to  derive  the  input  data  from 
the  hash  value.

• Collision-resistant:  It  should  be  computationally  infeasible  to  find  two  different 
input  values  that  produce  the  same  hash  output.

  Hash  functions  are  commonly  used  in  various  security  applications  such  as 
password  storage,  digital  signatures,  and  message  authentication  codes.

6. Digital  signatures

  Digital  signatures  are  used  to  ensure  the  authenticity,  integrity,  and  non-
repudiation  of  a  digital  document  or  message.  The  process  of  creating  a  digital  signa-
ture  involves  applying  a  mathematical  algorithm  to  the  message  or  document  using 
the  signer’s  private  key.  The  resulting  value,  known  as  the  signature,  is  unique  to  both
the  message  and  the  signer’s  private  key.

  The  receiver  of  the  message  or  document  can  verify  the  signature  using  the  signer’s
public  key,  which  confirms  that  the  message  was  indeed  sent  by  the  signer  and  that  it
has  not  been  altered  since  it  was  signed.

  Digital  signatures  can  be  used  in  a  variety  of  applications,  including  software 
updates,  online  transactions,  and  legal  documents.  They  provide  a  means  of  verifying
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the identity of the sender, ensuring the integrity of the message or document, and
preventing the sender from denying that they sent the message or document.

7. Future of cryptography

Cryptography has come a long way since its early beginnings, and it continues to play
a critical role in securing our digital world today. The advancement of technology has led
to more complex and sophisticated encryption methods, which have become essential for
protecting sensitive information such as financial transactions, personal data, and confi-
dential communication. With the rise of the internet and mobile technology, cryptogra-
phy has become more important than ever. It is used in everything from e-commerce to
social media to secure online communication [34]. As technology continues to evolve, so
will the field of cryptography, and new techniques and algorithms will be developed to
stay ahead of emerging threats. The future of cryptography holds great promise as
researchers work to develop quantum-resistant encryption and newmethods for securing
blockchain technology. As we rely more and more on digital communication and storage,
the role of cryptography in securing our data will only become more critical.

7.1 Quantum cryptography

Quantum computers have the potential to break many of the current crypto-
graphic schemes that rely on the difficulty of certain mathematical problems [35].
Quantum cryptography aims to develop new cryptographic schemes that are resistant
to attacks by quantum computers [36]. It makes use of the principles of quantum
mechanics to provide a high level of security. Also, uses quantum mechanical proper-
ties to protect information in transit.

In traditional cryptography, the security of the system relies on the complexity of
mathematical algorithms, while in quantum cryptography, the security relies on the
laws of physics. Specifically, quantum cryptography uses the principle of quantum
entanglement, which involves the correlation of quantum states between two particles.

The most widely known application of quantum cryptography is quantum key
distribution (QKD) [37]. QKD is a protocol that enables two parties to establish a
shared secret key that is completely secure against eavesdropping, even by an attacker
with unlimited computing power. QKD works by transmitting a series of quantum
states, or qubits, between two parties, typically named Alice and Bob. The qubits are
generated using a laser and a polarizer. Alice sends a random sequence of polarizations
to Bob, who measures the polarizations using his own set of polarizers. By comparing
the polarizations, Alice and Bob can detect the presence of an eavesdropper.

There are many challenges to overcome before quantum cryptography can be widely
adopted. One of the main challenges is the difficulty of building practical quantum
cryptography systems, which require precise control of the quantum states involved.
Additionally, there is a need for more research in quantum computing, as well as a need
for new protocols that can be used to secure communications in different contexts.

7.2 Homomorphic encryption

Homomorphic encryption is another type of encryption that allows computation to
be performed on ciphertext [38], which means that data can be encrypted and
manipulated without the need to decrypt it first. In other words, it enables
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computations  to  be  performed  on  data  without  revealing  the  data  itself.  This  is  a 
significant  breakthrough  in  the  field  of  cryptography  as  it  allows  for  secure  computa-
tion  and  data  analysis  without  compromising  privacy  [39].  Homomorphic  encryption
has  numerous  applications  in  various  fields  such  as  finance,  healthcare,  and  cloud 
computing  [40].  For  instance,  it  can  be  used  to  perform  secure  data  analysis  on 
sensitive  data  [41],  such  as  medical  records,  without  the  need  to  reveal  the  data  to 
unauthorized  parties.  It  can  also  be  used  in  cloud  computing  to  protect  data  privacy 
while  still  allowing  for  secure  computation  in  the  cloud.

7.3  Block  chain  cryptography

  Blockchain-based  cryptography  is  a  critical  component  of  blockchain  technology,
which  is  widely  used  in  various  fields  such  as  finance,  healthcare,  and  supply  chain 
management  [42].  it  is  a  distributed  ledger  that  records  transactions  in  a  secure  and 
transparent  manner.  Cryptography  is  used  in  blockchain  to  ensure  the  confidentiality,
integrity,  and  authenticity  of  data  stored  in  the  blockchain  network.

  One  of  the  essential  cryptographic  techniques  used  in  blockchain  is  the  digital 
signature.  A  digital  signature  is  a  mathematical  scheme  that  validates  the  authenticity
and  integrity  of  a  message  or  data.  Digital  signatures  are  used  to  verify  transactions  in
the  blockchain  network,  ensuring  that  the  sender  is  the  actual  owner  of  the  assets  and
preventing  any  tampering  of  the  data  [42].

  Another  critical  cryptographic  technique  used  in  the  blockchain  is  hash
functions.  Hash  functions  are  used  to  create  a  unique  digital  fingerprint  of  data
stored  in  the  blockchain  network.  This  unique  digital  fingerprint,  also  known  as  a 
hash  value,  ensures  that  the  data  is  tamper-proof  and  cannot  be  altered  without  being
detected.

  Blockchain  technology  also  employs  public-key  cryptography,  which  is  a  crypto-
graphic  technique  that  uses  a  pair  of  keys,  one  public  and  one  private.  Public  keys  are
used  to  encrypt  data,  while  private  keys  are  used  to  decrypt  data.  This  technique 
ensures  the  confidentiality  and  security  of  data  stored  in  the  blockchain  network.

  Blockchain-based  cryptography  plays  a  vital  role  in  ensuring  the  security  and 
transparency  of  data  stored  in  the  blockchain  network.  As  blockchain  technology 
continues  to  evolve,  we  can  expect  to  see  new  cryptographic  techniques  and  algo-
rithms  that  will  further  enhance  the  security  and  efficiency  of  blockchain-based 
applications.

7.4  Multiparty  computation

  Multiparty  computation  (MPC)  is  a  cryptographic  technique  that  enables  a  group 
of  parties  to  jointly  compute  a  function  on  their  private  inputs,  without  revealing 
those  inputs  to  each  other  or  to  any  third  party.  This  technique  allows  parties  to 
collaborate  and  compute  a  result  without  sharing  their  individual  data,  which  can  be 
particularly  useful  in  scenarios  where  data  privacy  is  critical,  such  as  in  financial 
transactions  or  medical  research  [43].

  Each  party  inputs  its  private  data  into  the  system,  which  then  generates  a  shared 
output  based  on  the  combined  inputs  of  all  parties.  The  protocol  ensures  that  no 
individual  party  can  learn  anything  about  the  private  inputs  of  any  other  party,  and 
the  final  output  is  only  known  to  those  parties  who  have  contributed  inputs.

  MPC  has  many  practical  applications,  including  secure  auctions,  electronic  voting 
systems,  and  privacy-preserving  data  analysis.  However,  it  can  be  computationally
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expensive, especially when the number of parties and the complexity of the function
being computed increase. Despite these challenges, MPC is a powerful tool for
achieving secure collaboration and computation among multiple parties [44].

7.5 Lightweight cryptography

Lightweight cryptography refers to a subset of cryptographic algorithms that are
specifically designed to operate efficiently on low-resource devices such as smart
cards, RFID tags, and wireless sensor nodes. These devices often have limited
processing power, memory, and energy resources, making it challenging to imple-
ment traditional cryptographic algorithms on them. Lightweight cryptography aims to
address these challenges by developing cryptographic algorithms that have low
computational and memory requirements, while still providing a reasonable level of
security.

The development of lightweight cryptography has become increasingly important
with the proliferation of the Internet of Things (IoT) and other low-power, low-cost
devices. These devices are becoming more prevalent in our daily lives, and many of
them require secure communication and authentication. Lightweight cryptography
can provide a practical and efficient solution for securing these devices, without
sacrificing security. Some examples of lightweight cryptography algorithms include
SIMON and SPECK block ciphers, which were designed by the National Security
Agency (NSA) for use in constrained environments. Another example is the light-
weight version of the advanced encryption standard (AES), known as AES-Lite. These
algorithms have been adopted by various standardization bodies and are widely used
in industry for securing low-resource devices.

8. Conclusions

Cryptography is a critical aspect of modern information security. It has evolved
significantly over time, from basic substitution ciphers to sophisticated algorithms
that provide secure communication and transactions. Today, we have various types of
cryptographic schemes, including symmetric and asymmetric encryption, hash func-
tions, digital signatures, homomorphic encryption, and multiparty computation. The
development of lightweight cryptography has also enabled secure communication and
transactions on low-power devices such as IoT devices. As technology continues to
advance, the field of cryptography will play an increasingly vital role in ensuring
secure communication and transactions in an interconnected world. The future of
cryptography is exciting and promising, and we can expect to see more innovations
that will enhance the security and privacy of our digital world.

.
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Chapter 3

Securing Java Source Files Using the
Cipher Cryptographic Algorithm
Asma’a Al-Hakimi, Muhammad Ibrahim Ravi Bin Gobi and
Misbah ul Iman

Abstract

Reverse engineering poses a substantial threat to software and hardware systems, 
allowing unauthorized access to proprietary information, algorithms, and trade 
secrets. This chapter introduces a new cryptographic algorithm designed to thwart 
reverse engineering efforts. The research methodology involved conducting experi-
ments to assess the technique’s efficacy, yielding promising results. It emphasizes the 
importance of integrating cryptographic methods as a preventive measure against 
reverse engineering. Through encryption, decryption, and obfuscation, developers 
can bolster their systems’ security and mitigate reverse engineering risks. The experi-
ments validate the algorithm’s potential in safeguarding sensitive information and 
intellectual property. Reverse engineering involves analyzing and reconstructing a 
system’s design, code, or logic to gain unauthorized access or replicate its functional-
ity, potentially leading to intellectual property theft, security breaches, and financial 
losses. The proposed technique significantly hampers reverse engineering attempts, 
making it challenging for attackers to understand the system’s logic or extract 
meaningful information.

Keywords: cryptography, cipher algorithm, reverse engineering, software security, 
symmetric encryption

1. Introduction

Reverse engineering is the process of analyzing a product, system, or technology to
understand its design, functionality, and operation. It involves disassembling, exam-
ining, and studying the components, algorithms, and code of the subject to gain
insights into how it works. In recent years, reverse engineering has become increas-
ingly important and has faced emerging challenges, new perspectives, and innovative
applications [1].

Let us explore some of these aspects.

• Intellectual Property Protection: Reverse engineering can be used to gain
unauthorized access to proprietary information, leading to concerns about
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intellectual property theft. Protecting trade secrets and maintaining the legal
boundaries of reverse engineering is a significant challenge [2].

• Digital Rights Management (DRM): Reverse engineering is often used to
circumvent DRM mechanisms employed by software, games, or digital media.
Developers face the challenge of creating robust DRM solutions that can resist
reverse engineering attempts.

• Obfuscation and Anti-Reverse Engineering Techniques: To protect software and
prevent reverse engineering, developers employ various obfuscation techniques.
These techniques make the code more complex and harder to understand, posing
challenges to reverse engineers [3, 4].

• Security Analysis and Vulnerability Discovery: Reverse engineering is crucial in
identifying security vulnerabilities in software, firmware, or hardware. By
analyzing these systems, experts can uncover potential weaknesses and provide
insights to improve security.

• Legacy Systems and Interoperability: Reverse engineering plays a vital role in
understanding legacy systems that lack proper documentation or have become
obsolete. Reverse engineering enables integration with modern technologies and
facilitates interoperability [5].

• Malware Analysis: Reverse engineering is crucial in analyzing and understanding
malware, such as viruses, worms, and Trojans. Security professionals can reverse
engineer malicious code to uncover their behavior, techniques, and potential
countermeasures [6].

• Product and Process Improvement: Reverse engineering helps in gaining insights
into competitors’ products, which can be used to enhance one’s own products or
develop innovative solutions. By reverse engineering products, companies can
identify shortcomings, understand manufacturing processes, and find areas for
improvement.

• Patent Infringement Investigations: Reverse engineering can be used to
investigate potential patent infringement cases. By examining the design and
functionality of a product, experts can determine if it violates existing patents,
aiding legal proceedings [7].

• 3D Printing and Manufacturing: Reverse engineering is widely used in 3D
scanning and modeling to replicate or modify physical objects. By scanning and
analyzing existing objects, manufacturers can create accurate digital models for
reproduction or redesign [8].

• Software Maintenance and Documentation: Reverse engineering can be
employed to understand and document legacy software systems. It helps
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software  developers  comprehend  codebases  that  lack  proper  documentation,
aiding  in  maintenance,  bug  fixing,  and  system  upgrades  [9].

2. Exploration  of  existing  cryptography  techniques

  Cryptography  is  a  fundamental  aspect  of  modern  computer  security  and  plays  a 
crucial  role  in  protecting  sensitive  information,  ensuring  data  integrity,  and  enabling 
secure  communication  over  insecure  channels  [10].

  Cryptography  is  the  practice  and  study  of  techniques  used  to  secure  information 
and  communication  by  converting  it  into  an  unintelligible  form,  thereby  protecting  it
from  unauthorized  access  or  malicious  activities.  It  is  an  essential  aspect  of  modern 
information  security,  providing  confidentiality,  integrity,  authentication,  and  non-
repudiation  [11].

  The  primary  objective  of  cryptography  is  to  ensure  that  sensitive  data  remains 
confidential  during  storage,  transmission,  and  processing.  This  is  achieved  using 
cryptographic  algorithms,  which  manipulate  the  plaintext  (original  message)  into 
ciphertext  (encrypted  message)  using  encryption  keys.  The  encrypted  data  can  only
be  deciphered  back  to  its  original  form  by  authorized  individuals  who  possess  the 
corresponding  decryption  keys  [12].
  There  are  two  fundamental  categories  of  cryptography:  symmetric  key  cryptogra-
phy  and  public  key  cryptography.  In  symmetric  key  cryptography,  a  single  key  is  used
for  both  encryption  and  decryption.  This  key  must  be  securely  shared  between  the 
sender  and  the  intended  recipient.  On  the  other  hand,  public  key  cryptography 
employs  a  pair  of  mathematically  related  keys:  a  public  key  for  encryption  and  a 
private  key  for  decryption.  The  public  key  can  be  freely  distributed,  while  the  private
key  must  be  kept  secret  [13].
  Cryptography  techniques  are  used  in  various  applications,  such  as  secure  commu-
nication  protocols  (e.g.,  SSL/TLS),  data  encryption  at  rest  and  in  transit,  digital  sig-
natures,  secure  authentication  systems,  and  secure  storage  of  sensitive  information.  It
plays  a  crucial  role  in  protecting  personal  data,  financial  transactions,  confidential 
business  information,  and  government  secrets.
  The  strength  of  cryptographic  systems  relies  on  the  complexity  of  the  algorithms 
and  the  length  of  the  encryption  keys  used.  Cryptanalysis  is  the  science  of  analyzing 
cryptographic  systems  to  identify  vulnerabilities  or  weaknesses  that  could  be 
exploited  by  attackers.  Consequently,  ongoing  research  and  development  in  cryptog-
raphy  are  essential  to  stay  ahead  of  potential  threats  and  ensure  the  robustness  of 
security  mechanisms  [14].

  In  recent  years,  emerging  technologies  such  as  blockchain,  quantum  computing,  and
homomorphic  encryption  have  introduced  new  challenges  and  opportunities  in  the  field
of  cryptography.  These  advancements  continue  to  drive  the  evolution  of  cryptographic
techniques  to  address  the  changing  landscape  of  information  security  and  privacy  [15].

The  following  section  presents  cryptography  techniques:

2.1  Symmetric  encryption

  Symmetric  encryption  algorithms  use  a  single  shared  key  to  both  encrypt  and  decrypt
data.  Well-known  symmetric  encryption  algorithms  include  the  Advanced  Encryption 
Standard  (AES),  which  is  widely  used  and  considered  secure.  AES  operates  on  fixed-size 
blocks  (128  bits)  and  supports  key  sizes  of  128,  192,  or  256  bits  [16].
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2.2 Asymmetric encryption

Asymmetric encryption (also known as public key encryption) employs a pair of
mathematically related keys: a public key for encryption and a private key for
decryption. The encryption key is made public, allowing anyone to encrypt messages,
while the decryption key remains private. Popular asymmetric encryption algorithms
include Rivest-Shamir-Adleman (RSA) (encryption technique) and Elliptic Curve
Cryptography (ECC) [17].

2.3 Hash functions

Hash functions take an input (message) and produce a fixed-size output (hash
value). A key feature of hash functions is that they are one-way, meaning it is
computationally infeasible to derive the original message from the hash value. Com-
monly used hash functions include the Secure Hash Algorithm (SHA) family, such as
SHA-256, SHA-384, and SHA-512 [18].

2.4 Digital signatures

Digital signatures are used to verify the authenticity and integrity of digital docu-
ments or messages. They involve the use of asymmetric encryption to create a unique
signature for a document that can be verified by anyone with access to the signer’s
public key. The Digital Signature Algorithm (DSA) and the Elliptic Curve Digital
Signature Algorithm (ECDSA) are widely used for digital signatures [19].

2.5 Key exchange protocols

Key exchange protocols establish a shared secret key between two parties commu-
nicating over an insecure channel. One widely used key exchange protocol is the
Diffie-Hellman key exchange, which allows two parties to generate a shared secret
without explicitly transmitting it over the network [20].

2.6 Post-quantum cryptography

With the rise of quantum computing, there has been increasing interest in post-
quantum cryptography. These cryptographic algorithms are designed to be resistant
to attacks by quantum computers. Examples include lattice-based cryptography,
code-based cryptography, and multivariate cryptography [21].

Cryptography is a dynamic field, and new techniques and algorithms are con-
stantly being developed to address emerging threats and technological advancements.
Researchers and practitioners are continually working to improve cryptographic
techniques to ensure the security of digital communications and protect sensitive
information [22].

3. The mechanism of cryptography

The mechanism of cryptography to protect code can be represented conceptually
through a series of steps. Here is a graphical representation using text:
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Figure 1.
Cryptographic algorithm process.
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A.Original  Code:  Represents  the  source  code  that  needs  to  be  protected.

B. Encryption:  The  original  code  is  input  into  an  encryption  algorithm  along  with  a 
secret  encryption  key.  The  encryption  algorithm  transforms  the  original  code 
into  ciphertext.

C.  Ciphertext:  The  encrypted  form  of  the  original  code.  It  appears  as  random  and
  unreadable  data.

D.Decryption  Key:  The  secret  decryption  key  is  needed  to  reverse  the  encryption
  process  and  retrieve  the  original  code.

E.  Decryption:  The  ciphertext,  along  with  the  decryption  key,  is  input  into  a
  decryption  algorithm.  The  decryption  algorithm  reverses  the  encryption  process
  and  retrieves  the  original  code.

F.  Authorized  Access:  The  original  code  is  now  accessible  and  readable  by
  authorized  individuals  who  possess  the  decryption  key.
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While this textual representation does not provide a visual graph, it outlines the
sequential steps involved in the mechanism of cryptography to protect code. The
encryption step converts the original code into ciphertext, making it unreadable
without the decryption key. The decryption step, performed by authorized individ-
uals with the decryption key, retrieves the original code for access and use. Figure 1
illustrates the encryption process.

4. Distinguishing symmetric encryption from asymmetric encryption

4.1 Symmetric encryption

Symmetric encryption, also known as secret-key encryption, uses a single shared
key to both encrypt and decrypt data. The same key is used by both the sender and
the receiver, which means that both parties must have access to the key in advance.
The strength and security of symmetric encryption lie in the secrecy of the shared
key [23].

4.1.1 Case 1

One of the most widely used symmetric encryption algorithms is the Advanced
Encryption Standard (AES). AES operates on fixed-size blocks of data and supports
key sizes of 128, 192, or 256 bits. For example, if Eva wants to send an encrypted
message to YG using AES, they both need to agree on a secret key beforehand. EVA
encrypts the message using the shared key and sends the encrypted ciphertext to YG.
YG then uses the same shared key to decrypt the ciphertext and retrieve the original
message.

4.1.2 Case 2
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4.2 Asymmetric encryption

Asymmetric encryption, also known as public key encryption, employs a pair of
mathematically related keys: a public key and a private key. The public key is made freely
available, while the private key must be kept secret. These keys are mathematically
linked, but it is computationally infeasible to derive the private key from the public key.
Table 1 presents the comparison of Symmetric and Asymmetric in terms of key security.

4.2.1 Case 1

The RSA algorithm is a widely used asymmetric encryption algorithm. In RSA,
each user has a pair of keys: a public key and a private key. For example, if EVA wants

AsymmetricSymmetric

Key
Management

Symmetric encryption requires secure key
distribution [24].

Asymmetric encryption eliminates this
need. Asymmetric encryption simplifies
key management by using public and
private key pairs.

Computational
Complexity

Symmetric encryption algorithms are
generally faster and more efficient
computationally, making them suitable for
encrypting large amounts of data.

Asymmetric encryption algorithms are
slower and computationally more
expensive.

Both symmetric and asymmetricSecurity
encryption provide security, but the level
of security differs. Symmetric encryption
relies on the secrecy of the shared key [25].

While asymmetric encryption relies on the
computational difficulty of deriving the
private key from the public key.

Table 1.
Comparison between symmetric and asymmetric.
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to send an encrypted message to YG, she can use YG’s public key to encrypt the
message. Only YG, with the corresponding private key, can decrypt the message.

4.2.2 Case 2
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5. Cryptographic  algorithm  to  prevent  reverse  engineering  for  Java
source  file

5.1  Original  code

  This  section  discusses  the  method  of  implementing  the  cryptographic  algorithm  to
prevent  reverse  engineering  of  Java  applications.  The  algorithm  shall  be  deployed  in 
the  source  file  of  the  Java  application.  In  this  section,  the  first  discussion  is  a  presen-
tation  of  implementing  the  cryptographic  algorithm,  and  the  second  discussion  is  a 
presentation  of  methodology  testing  of  the  algorithm’s  effectiveness  in  stopping 
reverse  engineering.

5.1.1  Implementing  cryptographic  algorithm

  To  prevent  reverse  engineering,  usually,  protection  is  applied  to  the  class  file  while
the  source  file  is  left  without  protection.  In  this  chapter,  the  protection  will  be  in  the 
source  file.  The  cryptographic  algorithms  that  will  be  applied  for  the  protection  are 
AES  and  Cipher.  The  following  steps  are  to  discuss  the  flow  of  protecting  the  code.

  Generate  the  AES  secret  key.  It  is  optional  to  create  it  mathematically  or  using 
KeyGenerator;  for  the  purpose  of  this  research,  it  will  be  created  mathematically  to 
ensure  more  security.

  Apply  the  Cipher  algorithm.  To  apply  the  Cipher  algorithm  for  encryption,  Java 
Cryptography  Architecture  (JCA)  and  Java  Cryptography  Extension  (JCE)  libraries.
These  libraries  provide  very  important  information  to  escalate  the  security  of  Java 
applications.

  Create  SecretKey  as  an  object;  the  secretkey  class  presents  a  secretkey  for  an 
encryption  algorithm.

Initialize  the  cipher  object;  the  cipher  class  will  be  used  for  encryption  and  decryption.
  After  applying  the  cipher  and  secretkey  for  the  encryption,  perform  encryption 
operation,  after  initializing  the  cipher  object  and  the  secretkey.

  The  cipher  and  the  Java  Cryptography  Architecture  will  absorb  the  code  in  the 
source  file  to  be  encrypted,  then  while  compiling  the  source  to  create  the  binary  file,
an  extra  layer  of  encryption  is  created,  which  will  add  more  security  to  the  applica-
tion.  In  the  case  of  decryption,  the  code  will  be  transformed  to  different  language  that
is  not  readable  by  human.  However,  the  application  is  running  perfectly  and  provid-
ing  the  required  output.

5.1.2  Testing  methodology

  In  this  section,  empirical  evaluation  consists  of  an  experiment.  The  measurements
of  the  experiment  are  the  ability  to  execute  the  code  to  provide  the  same  output  as  the
original  code  and  the  ability  to  read  variables,  classes,  and  logic  flow  of  the  code.  The
environment  used  to  conduct  the  experiment  is  NetBeans.  The  attributes  of  the 
experiment  are  lines  of  code  (LOC)  before  and  after  reversing,  the  number  of  libraries
created  after  reversing  and  comparing  against  the  original  code,  the  number  of  dis-
covered  methods,  and  the  comparison  against  the  original  code.

  The  tools  used  for  the  reversing  against  the  cryptographic  algorithm  are  JD  and 
CAVAJ  reversing  tools  to  determine  the  ability  of  the  cryptographic  to  protect  the 
source  file  from  reversing.  Figure  2  illustrates  the  structure  of  the  experiment.

9

46



To start the process of the experiment, the original code of Java must be provided,
and the output of the running program must be able to be compared after applying the
cryptography algorithm. The following steps present the process of deploying the
algorithm to the original code.

A.Step 1: Get the Java original code in the source file. The following code is Java
source file.

Figure 2.
Experiment design.
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Figure 3.
Output of original code.

Figure 4.
Original file location.
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The above code is to get input from the user and provide feedback based on
the input required. The reason for using a communicative program is to
ensure that after applying the algorithm, the program still has the ability to
perform and provide proper and understandable communication to the user
and to make sure that the algorithm did not change or harm the structure of
the original code. Figure 3 illustrates the output of the original code. Figure 4
illustrates the location of the file created after running the application.

Based on the above running code and the output, this will be the benchmark
to be used for experimenting on the code after deploying the algorithm to
make sure that the program is sufficient and usable and provide proper
output that is understandable by the user.

B. Step 2: Deploying cryptographic algorithms to protect source code. Figure 4
illustrates the class file of cryptographic algorithm.
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Based on the above code, Table 2 presents the description of each element.

After deploying the cryptographic algorithm into the code, the source code has
been compiled to create the binary file. With the extra security layer that has
been added to the class file after compiling, the code form in the class file has
changed and become more encrypted, unlike the usual code. Figure 5 illustrates
the byte code presentation after applying the cryptographic algorithm.

C. Step 3: Execute and evaluate the cryptographic algorithm within the provided
codebase to generate a safeguarded source file. Figure 6 depicts the successful
execution of the code for text file generation. The encrypted code is showcased
in Figure 6 after the application of the cryptography algorithm.

DescriptionElement

This object is initialized with AES, ECB, PKCS5Padding transformation. AESCipher
is used for encryption and decryption as well. This method accepts the source
code and encryption key as an argument and then encrypts the source code
bytes encoded in Base64.
From this object will be calling ‘init’ method associated with ‘Cupher.
ENCRYPT_MODE’, the ‘SecretKeySpec’, and the plaintext bytes to be
encrypted.

This object is created to present the secret key used for the encryption andSecretkeyspec
decryption process. The secret key is specified as byte array with AES
algorithm.

This method will be called on thedoFinal ‘Cipher’ to perform the encryption. The
plaintext bytes are passed as an argument to this method. The encrypted
bytes are then returned as the results of the encryption operation.

saveEncryptedCodeToFile This method is used to save the encrypted code to a file. It takes the encrypted
code that is first decoded from Base64 to a byte array. Then, the byte array is
written to the specified file path using the ‘File.write’.

This method is meant to receive and save the byte array generated from theFile.write
decoded code.

Table 2.
Encryption code description.
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Figure 5.
Class file of cryptographic algorithm

Figure 6.
Successfully created text file.
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Figure 7.
Code after running the cryptography algorithm.
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The  source  file  has  been  compiled  successfully  and  was  written  in  the  file.  While
reversing  and  revealing  the  source  file,  the  original  code  has  changed  to  a 
different  one  that  is  not  readable  by  human;  however,  the  application  is  running
and  providing  sufficient  output  as  required  by  the  user;  the  source  file  is 
presented  in  Figure  7.

D.Step  4:  Two  reversing  tools  have  been  used  for  the  experiment  to  test  the
  effectiveness  and  efficiency  of  the  proposed  algorithm.  The  purpose  of  using  JD
  and  CAVAJ  is  to  test  with  each  tool  the  ability  to  reveal  and  read  the  encrypted
  code,  test  if  the  decrypted  code  is  running,  and  provide  an  output  that  is  the
  same  as  the  original  and  encrypted  code.  The  first  tool  used  was  CAVAJ.  This
  tool  generated  an  error  notification  as  it  was  not  able  to  read  the  encrypted  class
  file,  as  presented  in  Figure  8.

  The  encrypted  code  was  tested  to  generate  output  similar  to  the  output  generated 
from  the  original  code;  after  testing,  it  was  obvious  the  algorithm  did  not  harm  the 
code  and  kept  it  protected  and  provided  the  same  output  as  the  original  code  with  the
same  amount  of  the  time  as  the  original  code.  Figure  9  illustrates  the  output  of  the 
encrypted  code.
  Based  on  the  testing  with  CAVAJ,  the  results  were  successful;  the  algorithm  was 
able  to  defend  and  hide  the  codes  from  the  reversing  tool,  the  JD  reversing  tool  was 
used  to  conduct  the  same  test  against  the  encrypted  code,  the  class  file  was  added  to 
the  environment  of  JD  to  determine  the  ability  to  reveal  the  code  the  result  of  the  test
is  illustrated  in  Figure  10.
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6. Discussion and findings

Based on the experiment, the effectiveness of employing a cipher cryptographic
algorithm to secure Java source files was evaluated. The experiment involved utilizing
the CAVAJ and JD decompilers to ascertain whether encrypted code could be
deciphered, thereby compromising its security.

The results of the experiment indicate that the encrypted code generated through
the cipher cryptographic algorithm remained impervious to decryption attempts by
the decomplication tools. Despite using these tools to inspect the encrypted code, no
readable output was obtained; instead, error messages were encountered, signifying
the robustness of the encryption. This outcome underscores the efficacy of utilizing
cipher cryptographic algorithms to safeguard Java source files from unauthorized
access and reverse engineering.

Figure 8.
Reversing encrypted source file with CAVAJ.

Figure 9.
Running source file after encryption.
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Figure 10.
Reversing encrypted source file with JD.

CAJAV reversing tool

Reverse encrypted codeOriginal code

478422LOC

614Number of libraries

35Number of methods

CAJAV reversing tool

148422LOC
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Furthermore, the functionality of the encrypted code was assessed to ensure that
its execution remained intact post-encryption. The experiment confirmed that the
encrypted code was executed with the same level of functionality as the original
unencrypted code, thereby validating the suitability of the chosen cryptographic
approach for preserving both security and functionality. Table 3 presents the numer-
ical findings of the experiment comparing encrypted and original code.

These findings have significant implications for software developers and organi-
zations seeking to enhance the security of their Java applications. By integrating
cipher cryptographic algorithms into their development processes, developers can
mitigate the risk of intellectual property theft and unauthorized access to sensitive
code. Additionally, the ability of encrypted code to maintain its functionality ensures
that security measures do not compromise the performance or usability of the soft-
ware. The ability of the reversing tool to read the encrypted code is presented in
Table 4.

The experiment demonstrates the effectiveness of employing cipher cryptographic
algorithms as a viable strategy for securing Java source files. Moving forward, further
research could explore the performance of different cryptographic algorithms and
their impact on both security and code execution to provide comprehensive insights
for software developers and security practitioners.

7. Conclusion

The Cryptographic Algorithm to Prevent Reverse Engineering for Java Source Files
has shown promising results in protecting sensitive code from unauthorized access.

CAJAV reversing tool

Original code Reverse encrypted code

Number of libraries 14 4

Number of methods 5 3

Table 3.
Similarity calculation before and after reversing.

Reversing tool CAJAV JAD

Parameters

No Yes No Yes

Output correctness ✓ ✓

Syntax ✓ ✓

Reversed code error ✓ ✓

Flow ✓ ✓

Identifiers ✓ ✓

Methods and classes ✓

Decrypt string test ✓ ✓

Table 4.
Reversing tools correctness tests.
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Through  the  conducted  experiment,  it  was  observed  that  the  proposed  cryptography 
technique  successfully  encrypted  the  Java  source  file,  thereby  mitigating  the  risk  of 
reverse  engineering.  The  need  to  protect  Java  source  files  arises  from  the  desire  to 
safeguard  intellectual  property,  proprietary  algorithms,  and  confidential  information 
embedded  within  the  code.  Reverse  engineering  poses  a  significant  threat  as  it  allows 
unauthorized  individuals  to  analyze,  modify,  or  replicate  the  source  code,  potentially
compromising  its  integrity,  security,  and  commercial  value.

  By  employing  cryptographic  algorithms,  the  code  can  be  transformed  into  an 
encrypted  format  that  is  computationally  infeasible  to  decipher  without  the 
corresponding  decryption  key.  While  the  experiment  demonstrated  the  efficacy  of  the
employed  cryptography  algorithm,  it  is  important  to  acknowledge  that  encryption 
alone  may  not  provide  absolute  protection.  Additional  security  measures,  such  as 
access  controls,  secure  development  practices,  and  code  obfuscation,  should  be  con-
sidered  in  conjunction  with  encryption  to  create  a  more  robust  defense  against  reverse
engineering.  Furthermore,  the  proposed  cryptography  algorithm  can  be  enhanced  in 
the  future  by  incorporating  advanced  encryption  techniques,  employing  stronger  key
management  practices,  and  adapting  to  emerging  cryptographic  standards.

  Ongoing  research  and  development  in  the  field  of  cryptography  can  help  address 
potential  vulnerabilities,  improve  encryption  algorithms,  and  enhance  the  overall 
security  of  Java  source  files.  In  summary,  the  Cryptographic  Algorithm  to  Prevent 
Reverse  Engineering  demonstrates  a  promising  approach  to  protect  Java  source  files.
By  combining  encryption  with  other  security  measures,  developers  can  enhance  the 
security  posture  of  their  code  and  mitigate  the  risk  of  unauthorized  access  and  reverse
engineering.  Continued  advancements  in  cryptography  will  contribute  to  the  evolu-
tion  of  stronger  and  more  effective  protection  mechanisms  for  Java  source  files  and 
other  valuable  intellectual  property.

8. Future  work

  Based  on  the  positive  outcomes  of  the  cryptography  algorithm  proposed,  there  is 
an  opportunity  to  develop  a  hybrid  encryption  approach  to  secure  both  the  source 
code  and  class  files.  The  algorithm  has  the  potential  to  be  further  improved  and 
transformed  into  a  tool  that  allows  developers  to  selectively  encrypt  specific  sections 
of  the  code  within  designated  methods,  thereby  augmenting  the  overall  protection.
Cipher  algorithms  can  be  enhanced  further  to  explore  and  implement  more  advanced
cryptographic  algorithms  to  further  enhance  the  security  of  Java  source  files.  Evaluate
the  performance  and  effectiveness  of  algorithms  such  as  AES,  RSA,  or  others  in  the 
context  of  Java  source  file  protection.  Furthermore,  to  optimize  the  performance  of 
the  cryptographic  algorithm  to  minimize  its  impact  on  the  overall  system  perfor-
mance.  Consider  techniques  such  as  parallel  processing,  algorithmic  improvements,  or
hardware  acceleration  to  achieve  efficient  encryption  and  decryption.
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Chapter 4

Pattern Devoid Cryptography
Gideon Samid

Making “Brute Force” the sole attack strategy – And Defending Against it
Hidden Math threatens cyber security; Randomness is the answer

Abstract

Pattern-loaded ciphers are at risk of being compromised by exploiting deeper
patterns discovered first by the attacker. This reality offers a built-in advantage to
prime cryptanalysis institutions. On the flip side, the risk of hidden math and faster
computing undermines confidence in the prevailing cipher products. To avoid this
risk one would resort to building security on the premise of lavish quantities of
randomness. Gilbert S. Vernam did it in 1917. Using modern technology, the same
idea of randomness-based security can be implemented without the inconvenience
associated with the old Vernam cipher. These are Trans Vernam Ciphers that project
security through a pattern-devoid cipher. Having no pattern to lean on, there is no
pattern to crack. The attacker faces (i) a properly randomized shared cryptographic
key combined with (ii) unilateral randomness, originated ad-hoc by the transmitter
without pre-coordination with the recipient. The unlimited unilateral randomness
together with the shared key randomness is set to project as much security as desired
up to and including Vernam levels. Assorted Trans Vernam ciphers (TVC) are cate-
gorized and reviewed, presenting a cogent message in favor of a cryptographic path-
way where transmitted secrets are credibly secured against attackers with faster
computers and better mathematicians.

Keywords: randomness, pattern, complexity, mathematical secrecy, user-centric
cryptography, subliminal message

1. Introduction

The group think of modern cryptography is that cipher builders are better mathe-
maticians than cipher crackers, hence if the former does not see a mathematical
cryptanalytic pathway, neither would the latter. The fact that Alan Turing proved
them wrong 80 years ago makes no difference, that is the power of groupthink [1].
Following the revelations of Edward Snowden though, more people suspect that the
cryptographic powerhouses are using unpublished math to compromise the security
of their targets [2]. A new line of thought emerges: building ciphers that are not based
on pattern-loaded algorithms, but rather on the opposite: pattern-devoid algorithms
[3–39].
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The search for pattern is never exhaustive; hidden layers loom, and are fertile
grounds for attackers aiming at mathematics-reliant ciphers. Randomness, on the
other hand, is by definition the absence of pattern. Pattern may be viewed as
the holes, folds, and protrusions on a mountain you climb, you hang on to them on
your way up. Randomness is a perfectly smooth wall, there is nothing to hook up to.

Cryptographers though, are mathematicians in heart, pattern is their thing. They
loathe and dismiss the plain logic that argues: pattern-reliant ciphers are threatened by
deeper pattern missed by the cipher builder and spotted by the cipher attacker.

The more pattern you detect, the more pattern must be suspected—fertile ground
for attackers. It is hard for a defendant to credibly appraise the mathematical insight
of his attacker. It is much more feasible to estimate adversarial computing power. This
leads to a cipher construction strategy wherein mathematical prowess will be
dethroned as the main cryptanalytic tool, and only computing power—brute force—
will be left. Such ciphers do not necessarily have to be as perfectly secure as the
illustrious Vernam cipher. Their risk of compromise though, must be credibly
appraised in terms of the required computing workload. Such appraisal, together with
a credible estimate of the attacker’s computing power, will generate a good overall
estimate of security over time. We, therefore, are off on our way to search for ciphers
that will compel their attacker to resort to brute force cryptanalysis, finding mathe-
matical superiority useless. We focus first on symmetric ciphers.

Mathematical cryptanalysis works its way backward. The ciphertext, C, is exam-
ined and studied, to reveal its generating plaintext, P, and its operational key, K: C = E
(P,K). The strength of a cipher depends on the mathematical properties of the
encryption algorithm E, and on the randomness load of the key, K. The stronger E is,
the smaller (the weaker) K can be. (E.g.: ECC keys are smaller than RSA keys because
ECC is regarded as mathematically more robust than RSA).

We are on a hunt for a cipher that will not rely on the mathematical properties of E
for its security (because those properties are vulnerable to hidden mathematical
insight) but rather rely on the randomness facing the attacker.

We do not have to look far, 104 years ago, Gilbert S. Vernam patented his now
famous “Vernam Cipher” [40] where security is 100% based on the randomness of the
key. The Vernam cipher is not based on any hackable mathematical properties. Its
security relies on the purity of the randomness of the key. And as is well known, Vernam
security is perfect, as has been proven some 25 years later by Claude Shannon [41].

The price paid for this high security was a key as large as the plaintext. This
represented too much inconvenience at the time, and hence cryptographers steered
away and took the technology of secrets in the opposite direction: using small keys
combined with mathematical complexity. This is where we stand today. This trend
has developed so much momentum that sidekicks suggesting an alternative, are all but
ignored.

Initial application of the emerging Artificial Intelligence Assisted Innovation
(AIAI) system [42, 43] shows how fertile it is to reinspect innovative forks of the
road, and revisit the path not taken. This is exactly what was done with respect to the
old Vernam road junction.

Let R be the randomness used by a cipher to achieve its aim. Let M be the
mathematical complexity used by a cipher to achieve its aim (clearly a nebulous
definition). Our premise is that M is inherently not a reliable secret-protective source
because the greater the mathematical complexity of M, the greater the chance for a
lurking mathematical breach strategy, which will be spotted by the attacker, not by
the builder of the cipher. R, on the other hand, is 100% reliable, to the extent that R is
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perfectly  random.  The  greater  R,  the  greater  the  security.  If  |R|  ≥  |P|,  P—the  encrypted
plaintext,  then  the  cipher  may  admit  perfect  security.
  Gilbert  S.  Vernam  set  |R|  =  |K|,  [40].  Vernam’s  randomness  was  captured  in  the 
shared  key  between  the  transmitter  and  the  recipient  of  a  message.  But  this  is  not  a 
necessary  requirement.  The  transmitter  may  use  a  priori  unshared,  unilateral  ran-
domness,  U,  to  achieve:  ∣R∣  ≤  ∣K∣  þ  ∣U∣

What  is  needed  for  this  idea  to  fly  are  two  things:

1.  The  attacker  should  not  be  able  to  distinguish  between  K  and  U.

2.  The  recipient  should  not  be  confused  by  the  impact  of  U.

  If  these  two  conditions  (1,2)  are  fulfilled  then  the  communicators  will  be  able  to 
achieve  any  desired  security,  with  a  limited  size  key,  K,  together  with  a  sufficiently 
large  U.

If  we  set:  ∣R∣  ¼  ∣P∣  �  ∣K∣  ¼  ∣C∣  �  ∣K∣:
  We  achieve  Vernam  security  in  apparent  violation  of  Claude  Shannon’s  dictate 
[44–46]:  |K|  =  |P|.

  Shannon’s  proof  of  mathematical  secrecy  was  based  on  comparing  an  attacker 
holding  the  ciphertext,  C,  to  an  attacker  that  only  knows  the  size  of  the  ciphertext 
[41].  If  the  two  attackers  face  the  same  challenge  then  there  is  no  advantage  to  having
knowledge  of  C  over  having  only  knowledge  of  the  size  of  C—which  is  what  Shannon
defined  as  perfect  security.

  If  the  C-knowing  attacker  has  to  check  out  |K|  options,  and  the  C-not-knowing 
attacker  has  to  check  |P|  options  then  if  |K|  =  |P|,  there  is  really  no  advantage  to 
knowing  C.  However  if  |K|  <  |P|,  then  the  C-knowing  attacker  has  an  advantage  over
the  C  not-knowing  attacker.
  Three  observations:  (i)  If  |K|  <  |P|  but  still  very  large,  then  security  is  not  “perfect”
but  may  still  remain  formidable.  One  could  seek  to  construct  ciphers  wherein  the 
security  deterioration  as  the  used  plaintext  exceeds  the  protective  randomness,  is  hap-
pening  very  slowly;  (ii)  what  if  |K|  is  not  known  to  the  attacker?  Or  say,  if  |K|  is 
unbound?  In  that  case,  the  attacker  cannot  conclusively  end  the  search  for  the  key  space.
  The  third  observation  is  the  crux  of  this  treatise.  Vernam  is  a  cipher  where  security
receives  no  contribution  from  mathematical  complexity,  M  =  0;  its  security  is  gener-
ated  only  by  the  randomness  of  the  key.  We  can  therefore  define  a  class  of  ciphers,  to
be  called  “Trans  Vernam”  which  have  this  very  property:  their  security  is  not  gener-
ated  from  mathematical  complexity  but  solely  from  the  amount  of  randomness  used.
The  more  randomness—the  better  security,  for  a  key  larger  or  equal  to  the  encrypted
plaintext,  this  security  is  perfect.
  An  attacker  of  a  Trans  Vernam  cipher  is  cornered  to  use  a  Brute  Force  attack  only,
and  hence  the  cryptanalytic  burden  ahead  is  represented  by  the  quantity  of  random-
ness,  R,  facing  the  attacker.  Vernam  generated  the  required  R  through  the  shared  key,
K,  but  this  is  not  a  requirement.  R  can  be  generated  from  a  shared  key  K  and  unshared
randomness  U.  U  will  be  randomness  generated  by  the  transmitter  without  pre-
coordinating  with  the  recipient.

  The  attacker  of  the  Trans  Vernam  Cipher  facing  R,  (of  unknown  size)  will  have  no
information  as  to  how  R  divides  to  K  and  U.  Perhaps  U  is  zero,  and  R  =  K?  Therefore 
the  brute  force  attacker  will  have  to  check  every  R  option,  counting  2|R|  possibilities 
(again,  |R|  is  not  known  to  the  attacker).  The  security  of  the  ciphertext  is  determined
first  by  the  transmitter  and  the  recipient  together,  setting  up  the  key,  K,  and  then  by
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the unilateral determination of the transmitter as to the value of U. The transmitter
indeed is the best party to decide on how much security a ciphertext deserves, and
hence how much U to use, since the transmitter knows how sensitive the transmitted
message is. The transmitter determines the value of R, and hence controls the security
projected from the unleashed ciphertext.

It is worth emphasizing that the secrecy regarding the size of the key is critical for
the Trans Vernam Strategy to work. If the key size is known, and everything else is
known to the attacker (Kerckhoffs’ principle, [47, 48]) except the contents of R, then
the attacker could train their brute force on K and void the impact of U.

The larger the size of the key, K, relative to U, the greater the chance that a smaller
key will offer a plausible (and false) decryption of the ciphertext. And hence, an
attacker, finding a reasonable key, is inherently plagued by the doubt of it being a
false key, steering the attacker to a misleading decryption of the ciphertext.

For this scheme to work, it is necessary for the recipient to be able to use their
knowledge of K to decrypt C to P without being confused by the impact of U. There
are several established ciphers that accomplish this. These are Trans Vernam Ciphers.

Sources: [25, 31, 49, 50].

2. Characterization of Trans-Vernam Ciphers

Two shared characteristics: (i) the size of the key is part of its secret, (ii) the Trans
Vernam key is reusable.

Third differentiating characteristics: (iii) ciphertext absorbing, or not absorbing
the unshared randomness.

With the size of the key being part of its secret, the brute force attacker will never
be able to conclusively terminate their search, even if a good key candidate was found.
It may be a mistake, and the right key is a larger one. This uncertainty can be used by
the communicators by sending meaningless random bits between them. Their
attackers will exhaust themselves looking for ever higher keys to crack the
communication.

The Vernam key is not reusable. New key bits must be furnished to encrypt new
plaintext. This generates a daunting synchronization challenge which is a basic reason
for the unattractiveness of Vernam. However, Claude Shannon’s proof does not
require non-reusability, it only requires key size. Trans Vernam Ciphers operate with
a large enough key, which is being used over and over again.

To wit: Using Vernam, if the overall plaintext P is divided into smaller sections P1, P2,
… , Pt, then the respective Vernam key K, will have to be divided into same size keys: K1,
K2, … , Kt, and encryption proceeds as: Ci ¼ EVernam Pi, Kið Þ… for i ¼ 1, 2, … , t:

In a Trans Vernam cipher one proceeds as follows: Ci ¼ ETrans�Vernam Pi, Kð Þ… for i ¼
1, 2, … , t:

So no synchronization is needed, and more importantly, a Trans Vernam
cipher may conveniently be used by a multiplicity of communicators without requir-
ing all parties to follow all communications among other parties, as the case is with
Vernam.

Some Trans Vernam Ciphers (TVC) generate the required randomness through a
sufficiently large key, and some use unshared randomness, U, with small more man-
ageable keys. The use of U may be reflected in a ciphertext larger than its generating
plaintext |P| < |C|. The cipher is designed such that the recipient can readily ignore the
inflated part of the ciphertext, and credibly extract P from C, using K.
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  When  a  size-preserving  cipher,  E,  relies  on  a  key  K  which  is  smaller  than  the 
message  P,  then  it  means  that  out  of  2|P|  possible  plaintexts  of  size  |P|  bits  only  2|K|  are
viable.  The  rest  are  not.  The  reduction  from  2|P|  possibilities  to  2|K|  possibilities  is 
affected  by  the  pattern  inherent  in  E.  This  pattern  is  in  the  cross-hair  of  the  non-brute
force  attacker.  To  the  extent  that  |K|  !  |P|  that  is  the  extent  that  pattern  shrinks,  and
security  shifts  to  randomness.  When  |P|  spills  over  |K|  the  security  of  the  cipher 
deteriorates.  However,  the  rate  of  deterioration  can  be  credibly  appraised  by  the 
cipher  users,  who  will  decide  at  each  instant  if  the  risk-benefit  balance  will  make  it 
worthwhile  to  continue  using  the  same  key,  or  arrange  for  a  replacement.  It  is  a  main
objective  for  the  Trans  Vernam  Cipher  designer,  to  construct  a  cipher  where  said 
deterioration  is  as  slow  as  possible  [14,  51].

  Ahead  we  discuss  the  two  main  categories  of  TVC:  (i)  ciphertext-inflated  TVC,
and  (ii)  ciphertext-not-inflated  TVC,  followed  by  means  to  handle  the  extra  burden  of
an  inflated  ciphertext.

3. Uninflated  ciphertext  TVC

  Identifying  three  ciphers  of  the  ciphertext  uninflated  category.  One  is  based  on 
transposition,  another  on  a  multi-dimensional  roadmap  taking  the  role  of  the  shared 
key.  The  third  is  based  on  a  scheme  by  which  the  communicators  will  iteratively 
replace  an  existing  key  with  a  new  key  without  this  replacement  being  compromised 
by  the  attacker.

3.1  Complete  transposition  cipher

The  following  is  a  short  overview  of  the  cipher,  defined  in  “Equivoe-T:  Transposition 
Equivocation  Cryptography.”  [52],  “The  Ultimate  Transposition  Cipher  (UTC).”
[53,  54],  and  in  “Equivoe-T:  Transposition  Equivocation  Cryptography”  US  Patent
10,608,814  [55].

  A  plaintext  P  of  size  n  =  |P|  bits  will  have  T  =  n!  /  (n0!  *  n1!)  permutations,  where  n0
and  n1  are  the  number  of  0  and  1  in  P,  respectively:  no  +  n1  =  n.  The  highest  value  of  T
is  Tmax  =  n!  /  2  (0.5n)!.  By  using  a  key  such  that:  Kmax  ≥  Tmax

one  achieves  complete  permutation  equivocation.
  It  is  easy  to  beef  this  security  up  to  full  Vernam  by  constructing  a  string  Q  as:  Q  ¼
P⊕“11  …  :1”

and  concatenating:  π  =  Q  ||  P.
  π  has  2n  bits,  n  of  them  are  0  and  n  are  one.  It  has  T  =  (2n)!  /  2n!  permutations,
hence  a  key  space  where:  Kmax  >  ð2n!Þ=2n!

  will  elevate  the  security  of  P  to  Vernam  grade.  But  unlike  Vernam  the  transposition
key  KT  does  not  need  synchronization  and  it  can  be  used  for  plaintexts  smaller  than 
itself.  What  is  more,  if  |P|  grows  larger  than  |K|  then  the  security  level  drops  down 
from  perfection,  but  this  drop-down  happens  very  slowly  so  that  high  security  is 
maintained.

  The  complete  transposition  cipher  uses  a  transposition  algorithm  with  a  distinct 
advantage.  Most  transposition  algorithms  are  size  defined.  Namely  a  simple  mapping 
list  will  dictate  how  n  bits  will  be  reshuffled  around  to  different  places,  but  these 
reshuffling  instructions  specify  a  particular  value  for  n.  The  complete  transposition
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cipher is defined over any value of n. It defines a sequence of shipping bits from P to
another list, Pt of the same size where the order by which the bits are picked for
shipping is determined by the value of the key. The algorithm is symmetric and Pt will
be readily returned into P.

Clearly, like with Vernam, the complete transposition cipher has M = 0. Its security
is not based on any mathematical complexity. It is based solely on the fact the trans-
position key Kt is randomly selected from a large enough key space.

It has been proven that the space for a single integer key, K, operating through the
complete transposition algorithm will cover all the permutations. As described above
if P is separated into parts P1, P2, .... Pt then the same transposition key, K will
transpose each Pi to Pi

T over its bit size |Pi| without the need to synchronize.

3.2 Space Flip Cipher

This is a brief overview of the cipher described in detail in “SpaceFlip: Unbound
Geometry Cryptography” [56, 57], “SpaceFlip: Unbound Geometry Security” US Pat-
ent 10,790,977 [58].

This cipher fashions a key in the form of dimensionality-undetermined space, S,
comprising a distance geometry [59]. Namely, each of the points of the space has a
random distance from any other point. This space is clearly not a metric space, and
does not obey proximity laws. The points comprising the space are letters of an
alphabet. A line on this space is defined as a sequence of points where the next point
in the sequence is constrained by the points that make up the line so far. The
determination of the next point is dependent on all the distances from this point to
all the points not already on the line. Every point has a next point until all the points
are part of the line. Thereby each line can be regarded as a permutation of the
points in S.

To send a plaintext letter A, the transmitter may randomly choose a letter B, and
mark a line from it. This line will encounter the letter A after the s steps. Therefore the
combination {B,s} will be interpreted as the letter A, by the recipient who is working
with the same space S. Next time when A is to be sent out as a plaintext letter the
transmitter may choose another letter, say, D, and mark a line off it. This line will
encounter the letter A after s’steps, so the combination {D, s’} will be interpreted as A
by the recipient aware of S.

By choosing the alphabet large enough, the security will be robust enough—again
only through randomness, no mathematical complexity. The 0.5 t(t-1) distances
marked on S comprising t points are randomly chosen and so is each ciphertext letter.
By choosing as alphabet all the possible p bits long strings (an alphabet comprising
2p = t letters) the communicators determine the size of S and the level of the projected
security.

To be accurate the ciphertext for this cipher is roughly twice as large as the
plaintext, but this should be considered a moderate increase. This cipher, SpaceFlip,
can also be implemented with size preservation, only with less security. The trans-
mitter will randomly determine a step count value, s, and then communicate every
plaintext letter A with the letter A’ such that A appears as the s point on the line in S
that begins with A’. This can be run t times without repetition, making it for that
measure equivalent to Vernam, without the inconvenience of Vernam.

We will discuss in the next section how SpaceFlip can be implemented with a size
increase option.
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3.3  Forever  Key  Cryptography

This  is  a  brief  overview  of  the  cipher  described  in  detail  in  “FAMILY  KEY  CRYP-
TOGRAPHY:  Interchangeable  Symmetric  Keys;  a  Different  Cryptographic  Paradigm”

[60],  “SpaceFlip  Plus:  Ordinal  Cryptography”  US  Patent  11,159,317  [61].

  This  cipher  is  constructed  to  allow  for  the  infinite  number  of  keys  to  be  inter-
changeable,  namely  have  the  same  effect.  Each  of  these  so-called  “family  of  keys”  K1,
K2,  …  ,  Ki,  will  encrypt  a  given  plaintext  to  the  same  given  ciphertext.  On  its  face  it 
seems  counterproductive:  an  attacker  will  now  have  an  infinite  number  of  keys  to 
hunt,  any  one  of  those  keys  will  compromise  the  cipher.  Why  make  it  easier  on  the 
attacker?

  The  answer  is  plain.  An  attacker  that  would  successfully  compromise  a  trans-
mission  and  will  extract  the  plaintext  from  the  ciphertext  is  likely  to  have  spotted
some  key  Ka  which  is  different  from  key  Ku,  which  the  users  have  used.  The  most
that  an  attacker  can  accomplish  is  to  figure  out  the  entire  family  of  interchange-
able  keys.  There  is  no  way  for  the  attacker  to  nail  down  which  of  the  infinite 
number  of  keys  was  actually  used  by  the  users.  The  ciphertext  simply  does  not 
contain  any  information  that  points  to  the  particular  key  that  was  used  to  generate
it.  That  is  the  power  of  interchangeable  keys;  they  conceal  the  identity  of  the  key
that  was  actually  used.

  This  advantage  that  the  users  hold  over  their  attacker  can  be  used  to  exchange
a  transformation  formula,  to  compute  a  derived  key  K’u  from  the  used  Ku,  and 
continue  their  secret  communication  with  their  new-shared  key,  K’u.  The  key 
derivation  formula  is  constructed  such  that  every  input  will  generate  a  different 
output.  And  since  the  attacker  does  know  the  identity  of  Ku,  they  would  not  be 
aware  of  the  identity  of  K’u  either,  although  the  transformation  formula  is 
exchanged  in  the  open.

  The  users  can  then  continue  their  communication  using  the  derived  key  K0
u’,  while

dismissing  Ku.  From  the  point  of  view  of  the  attacker,  this  will  be  as  if  the  users  agreed
on  a  new  key  in  secret.  The  attacker  will  not  be  able  to  exploit  any  information 
garnered  from  cryptanalyzing  Ku  to  learn  anything  about  K’u.

  After  some  use  the  communicators  will  repeat  this  operation  and  derive  a  third 
key,  K″u,  and  so  on.  Even  if  the  attacker  cracks  the  communication  that  uses  some  key
K*u,  the  identity  of  K*u  is  not  extracted,  and  hence  when  K*u  is  being  transformed  to 
K*'u,  the  identity  of  the  new  key  is  not  known  either,  so  the  users  operate  as  if  they 
started  to  communicate  with  their  original  key,  Ku.  In  other  words,  this  is  a  mecha-
nism  to  keep  a  finite  key  for  indefinite  use.

  In  practice,  the  number  of  keys  to  be  considered  by  the  attacker  is  not  infinite 
because  there  is  a  practical  limit  to  how  large  such  a  key  can  be.  But  this  implies  that 
the  users  can  approach  this  infinite  protection  by  choosing  keys  that  are  larger.  Since 
the  only  way  to  crack  this  cipher  is  by  using  brute  force,  the  users  can  credibly 
estimate  how  much  plaintext  they  can  safely  use  before  their  family  of  keys  will  be 
flashed  out  by  the  attacker.  Based  on  this  estimate  the  users  will  switch  to  the  next  key
before  that  measure  of  plaintext  is  processed.

  Because  in  practice  the  keys  in  the  family  of  keys  are  of  a  finite  count,  then  the 
security  of  this  “forever  key”  cipher  is  not  infinite  either.  Albeit,  its  level  of  deterio-
ration  can  be  credibly  appraised.  And  when  needed  the  transformation  of  the  keys  will
build  very  large  keys,  so  that  security  is  upheld.
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4. Inflated ciphertext TVC

In this category, ciphers pack the unilateral randomness injected by the transmitter
into a containing ciphertext that hence is getting bigger. This is the price paid for
security that is not vulnerable to hidden math. As long as the recipient can readily
shake off the extra ciphertext material, the only inconvenience with these ciphers is
the much larger file to be communicated as ciphertext (no need to store the
inflated ciphertext). With today’s technology, this is not a big burden even for large
documents. When it comes to images, audio, and video files such a large size multi-
plier for the ciphertext does present a problem. We will see ahead how to navigate
this hurdle.

We review here the following ciphers: (i) SpaceFlip, (ii) BitMap, (iii) BitFlip, (iv)
The Unary Cipher.

4.1 Increased Ciphertext SpaceFlip

This is a brief overview of the cipher described in detail in “SpaceFlip: Unbound
Geometry Cryptography” [56, 57], “SpaceFlip: Unbound Geometry Security” US Pat-
ent 10,790,977 [58].

SpaceFlip as described above (in Section 3) can be deployed in a ciphertext-
increased mode. The procedure is as follows. To transmit the letter A to the
recipient the transmitter will randomly choose any letter from the alphabet A’, and
then randomly choose an integer g from an arbitrary g-space from 1 to gmax. Next,
the transmitter will randomly choose (g-1) integers in the range 1 ≤ ri ≤ t, for i = 1,
2, … (g-1) where t is the number of points in S.

Next, the transmitter will mark a line L1 from A’ to the letter r1 steps ahead, say,
letter A”. From letter A” the transmitter will mark a line comprised of r2 steps, ending
up with letter A”‘, from there to the next letter r3 steps away. Repeating the same
sequence for all the (g-1) distances, the transmitter will end up at some letter B. The
line from B will encounter letter A rg steps ahead. The transmitter will now send over
to the recipient the letter A’ and the g distance integers: r1, r2, … , rg.

Marking this information on the shared space S, the recipient will spot the letter A
very readily.

There is no limit to the value of g. Large g values lead to large ciphertexts. As the
key is being used more and more, the transmitter uses more and more unshared
randomness, picking larger and larger g values.

Here too, no pattern, the distances between the t points on S are fully randomized.
There is no math to crack, brute force is the only viable attack strategy, and hence the
size of S is the sole source of security. The users can stop using a given space S (a key)
when the amount of plaintext used through it is exceeding a security threshold. This
SpaceFlip protocol will achieve Vernam security with the convenience of a Trans-
Vernam cipher.

4.2 BitMap

This is a brief overview of the cipher described in detail in “At-Will Intractability Up
to Plaintext Equivocation Achieved via a Cryptographic Key Made As Small, or As
Large As Desired - Without Computational Penalty.” [62], “BitMap Lattice: A Cyber

8

Biometrics and Cryptography

67



9

Pattern  Devoid  Cryptography
ITexLi.112660

Tool  Comprised  of  Geometric  Construction”,  US  Patent  10,911,215,  [63];  “Denial 
Cryptography  Based  on  Graph  Theory.”  Gideon  Samid  (2004)  US  Patent
6,823,068  [64].

  This  cipher  is  a  map  where  the  points  are  associated  with  letters  of  a  particular 
alphabet.  Points  are  connected  to  their  direct  neighboring  points  but  not  to  other 
points.  The  connections  themselves  may  be  viewed  as  “walking  bridges”  allowing  a 
traveler  to  walk  from  one  point  to  the  other.  Every  bridge  is  marked  by  a  letter  of  the
same  or  of  a  different  alphabet  that  marks  the  points  on  the  map.  The  basic  idea  of  the
cipher  is  that  the  plaintext  is  viewed  as  a  travel  guide.  Each  successive  letter  in  the 
plaintext  indicates  the  next  travel  destination.  A  plaintext  comprising  p  letters  will 
then  be  associated  with  a  travel  path  on  this  map,  comprising  p  visited  spots.  And 
since  the  passage  from  spot  to  spot  requires  passing  through  a  bridge,  and  each  bridge
is  marked  with  a  letter,  then  the  same  pathway  that  was  identified  by  the  plaintext,  is
similarly  identified  by  listing  the  successive  bridges  traversed  by  the  traveler.  It  is  a 
simple  principle:  a  path  on  a  map  can  be  described  by  a  list  of  successive  destinations,
or  equivalently  by  a  list  of  successive  bridges  one  walks  on.  The  plaintext  is  seen  as  a 
travel  guide  pointing  to  the  visited  destinations;  the  ciphertext,  by  contrast,  is  seen  as
the  list  of  bridges  one  passes  through  when  taking  the  same  path.  Each  bridge  is 
associated  with  a  letter,  so  the  pathway  described  as  crossed  bridges  will  manifest 
itself  as  a  series  of  letters—the  ciphertext.

  The  cipher  is  designed  so  that  any  possible  plaintext  can  be  mapped  into  a  path-
way,  and  every  possible  pathway  can  equally  be  described  by  a  list  of  crossed  bridges.
The  transmitter  will  mark  the  points  (spots)  on  the  pathway  corresponding  to  the 
plaintext,  then  describe  the  same  pathway  by  marking  the  crossed  bridges,  and  when
the  list  of  crossed  bridges  is  assembled,  it  is  communicated  to  the  recipient.

  The  recipient  on  his  part  will  use  the  ciphertext  to  mark  the  same  pathway  on  their
copy  of  the  map.  Once  marked  the  recipient  will  read  out  the  visited  spots  and  mark 
the  letters  represented  by  these  spots  in  a  sequence—thereby  reconstructing  the 
plaintext.

  The  attacker  without  possession  of  the  map  (the  key)  will  not  be  able  to  reverse 
the  ciphertext  into  the  plaintext.  The  configuration  of  the  map  is  randomized;  the 
marking  of  the  points  on  the  map  and  the  markings  on  the  bridges  are  all  highly 
randomized,  subscribing  only  to  a  weak  restriction.  Thereby  the  map  projects  no 
analytic  complexity.  It  is  fair  to  say  that  only  brute  force  has  a  prayer  and  a  hope  to 
crack  this  cipher.

  It  is  worth  noting  that  the  attacker  does  not  know  how  big  the  map  is.  Each  spot  and
each  bridge  can  be  visited  and  crossed  countless  times.  So  a  very  small  map  will  encrypt
and  decrypt  a  very  long  message  if  necessary  without  betraying  the  size  of  its  key.

  Building  a  large  key  is  providing  share  randomness,  K.  Albeit,  BitMap  will  allow  a 
transmitter  to  inject  unshared  randomness  as  follows:  the  plaintext  alphabet  A’  is 
deemed  to  be  comprised  of  l  �  1  letters.  Another  letter,  letter  number  l  is  then  added
by  injecting  it  between  any  two  successive  letters  that  are  identical  (in  the  plaintext).
This  operation  removes  all  instances  where  two  instances  of  same  letter  are  written 
one  after  the  other.  The  transmitter  can  now  replace  any  letter  in  the  l  letters  alphabet,
A,  of  the  plaintext,  with  any  number  of  identical  letters  next  to  each  other.  This 
inflates  the  plaintext  to  any  desired  size.  Doing  so  will  in  turn  lead  to  an  inflated 
pathway  and  an  inflated  ciphertext.  The  recipient  though,  recovering  the  long  plain-
text,  will  simply  shrink  all  letter  repetition  to  a  single  letter  and  thereby  extract  the 
original  plaintext.
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Illustration: the string ABC will become AAAABBBBBBCCCCCC. This inflated
plaintext will then mark a much longer pathway on the map. This longer pathway will
be translated to a long ciphertext that would confound the attacker. The intended
recipient will extract the inflated ciphertext but will shrink it to size. Every string of
consecutive same letter, like AAAA and BBBBBB, will be replaced by a single same
letter: AAAABBBBBBCCCCCC ! ABC.

The attacker, in possession of the ciphertext, does not see the duplication. It does
not show on the bridge-list. As a result, the attacker wrestles with a long ciphertext,
not knowing which parts, if any, are the real concealed message and which parts are
confounding noise.

4.3 BitFlip

This is a brief overview of the cipher described in detail in “BitFlip: A Randomness
Rich Cipher” [65]; “BitFlip Cyber Demonstration” [66]; “Transmitter for Encoding
Information with Randomly Flipped Bits and Transmitting That Information
Through a Communication Channel” US Patent 10,728,028, [67]; “Advanced
BitFlip: Threat Adjusted, Quantum Ready, Battery Friendly, Application Rich
Cipher” US Patent 10,541,808, [68].

The idea behind BitFlip is to have a large number of ciphertext letters map into a
single plaintext letter in parallel to having a large number of ciphertext letters map
into no plaintext letter. The first attribute resists pattern recognition through the
randomized selection of ciphertext letters among the many that map into a given
plaintext letter. The latter attribute allows the user to freely inflate the ciphertext with
false letters, which the intended reader will readily recognize as such, while the
attacker will have to regard them as message-bearing. By carefully subjecting all
choices to randomization, the users expunge any pattern from the construction of the
cipher, cornering the attacker to brute force attack strategy—the efficiency of which
can be credibly assessed by the BitFlip users.

BitFlip works on some alphabet A comprising l letters. Each letter, Li (i = 1, 2, … , l)
is represented by a bit string of size n bits—selected randomly. Each letter is associ-
ated with “Hamming distance” value, hi, where 0 ≤ hi ≤ n. A ciphertext letter c is a bit
string of size n. Letter c is decrypted to plaintext letter Li iff: H c, Lið Þ ¼ hi

where H(c, Li) is the Hamming distance between c and Li.
Ciphertext letters that don’t decrypt to any of the l plaintext letters are discarded.
The selection of the n-bit string representation for each of the l letters is random-

ized. The selection of the l hi values is randomized, and the selection of the ciphertext
letter that decrypts to a given plaintext letter is randomized. The peppering of the
ciphertext with so-called decoy ciphertext letters that are meaningless, is also ran-
domized. There is no thread of pattern to crack here. The attacker is cornered to brute
force attack strategy.

4.4 The Unary Cipher

This is a brief overview of the cipher described in detail in “A Unary Cipher with
Advantages over the Vernam Cipher” [69]; “Unary Cryptography Demonstration
Site” [70]; “Mixed Unary Cryptography” US Patent Application 17/323,908.
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  A  bit  string  x  indicating  an  integer  of  value  v,  can  be  expressed  through  a  string
of  (v  +  1)  “0”,  concatenated  to  a  list  of  (r  +  1)  “1”,  where  r  is  the  number  of
leading  zeros  in  x.  This,  so-called  unary  expression  is  larger  in  bit  count,  but  it  is 
otherwise  equivalent  to  the  original  expression.  The  two  can  be  derived  one  from  the 
other.

  This  property  can  be  used  as  follows:  a  plaintext  P  is  randomly  broken  down  to  n 
consecutive  substrings:  P1,  P2,  …  ,  Pn.  The  value  of  n,  and  the  size  of  the  substrings  |Pi|
for  i  =  1,  2,  …  ,  n  is  randomly  selected,  as  long  as:  ∣P∣  ¼  Σ  ∣Pi∣  …  …  for  i  ¼  1,  2,  …  ,  n

  Each  Pi  is  then  mapped  to  its  corresponding  unary  expression,  thereby  writing  P  in
a  combined  unary  fashion,  P*.  P*  may  be  peppered  with  “0,1”  element  because  these 
elements  vanish  when  transposed  back  from  unary  format.

  P*  is  then  transformed  with  a  complete  transposition  key  as  discussed  above:
P*  !  P*T.

P*T  is  the  ciphertext.  P*T  =  C.
  It  can  be  shown  that  any  value  of  P0  from  some  high-level  Q  >  P  to  zero  may  be 
encrypted  to  the  same  ciphertext  C,  thereby  projecting  a  functional  equivalent  with 
Vernam.  Its  advantage  over  Vernam  is  that  the  key  (the  transposition  key)  can  be 
used  over  and  over  again,  and  no  synchronization  is  needed.

  P*  may  be  wrapped  with  a  header  of  the  form  00....1  and  a  trailer  of  the  form 
11.....0.  These  are  two  more  options  to  pad  the  ciphertext  in  a  way  that  would  not 
confuse  the  intended  reader,  but  will  build  a  growing  cryptanalytic  burden.

  To  further  increase  the  cryptanalytic  burden  one  will  prepare  the  pre-transposition
string  as  one  with  equal  count  of  zeros  and  ones,  as  follows:  (i)  compute  P^  =  P  ⊕
11......1  (ii)  concatenate  P  with  P^:  P**  =  P*  ||  P^,  then  transpose  P**  (of  size  2|P|).

  To  the  extent  that  the  transposition  operation  is  complete,  this  cipher  projects 
Vernam  grade  security  over  its  secret  size  key.

5.  Split  Security  Solutions

  The  price  paid  for  randomness-based  security  is  a  large  key,  and  in  many  cases  a 
large  ciphertext.  In  order  to  keep  projecting  high  security  from  the  same  key,  k,  the 
ciphertext  will  have  to  be  longer  and  longer  than  the  plaintext.  This  increased  cipher-
text  length  is  looming  to  become  a  more  and  more  serious  problem  for  large  plain-
texts.  When  the  materials  to  be  encrypted  are  audio  files,  images,  or  video  files  then 
the  much  larger  ciphertext  may  be  prohibitive.  This  challenge  can  be  handled  via 
Entropic  Impact  Discrimination.

5.1  Entropic  Impact  Discrimination

This  is  a  brief  overview  of  the  cipher  described  in  detail  in  “Split  Security  Solutions”,
US  Patent  Application  17/510,324  [71].

  A  plaintext  P  may  be  divided  into  meaning-bearing  elements  m1,  m2,  …  ,  mt.  Each
meaning-bearing  element  is  associated  with  an  entropic  impact  that  reflects  the 
advantage  gained  by  an  adversary  in  case  this  element  is  exposed.  The  elements  may 
then  be  divided  into  low-impact  elements  which  have  an  entropic  impact  below  a 
given  threshold  and  high-impact  elements  which  have  an  entropic  impact  above  that 
threshold.  The  latter  is  slated  to  be  encrypted  with  a  Trans  Vernam  cipher,  and  the
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former are encrypted with a size preserving cipher. Thereby the users decide how
much inconvenience (large ciphertext) to put up with, in order to get a given level of
security.

The high-impact selection may be automatic. For example, facial recognition soft-
ware will identify faces in an image or in a video, and mark these faces for TVC
encryption. The rest will be encrypted with size-preserving ciphers. In the worst-case
scenario, the adversary will see what the image shows but will not figure out who the
people in the image are.

6. Spontaneous Cryptography

In the 1970s, cryptographic science made a dramatic leap ahead. It enabled two
strangers to practice cryptographic protocols despite having no prior shared key to
rely on. Spontaneous cryptography, or cryptography between strangers, revolution-
ized the practice of commerce; it became a key enabler of our migration toward
cyberspace. Alas, the prevailing schemes are heavily reliant on mathematical pattern,
which very likely hides deeper patterns with which to crack this cryptography. So in
order to maintain the great benefits introduced by spontaneous cryptography it is
suggestive to investigate constructing bilateral secrecy on randomness.

Here too, a scroll back to the pages of history proves helpful. Much as Vernam
revisited helps us with ordinary encryption, so Ralph Merkle is a new pointer for
spontaneous encryption. Unlike his followers Diffie and Hellman, Ralph Merkle based
his original idea for strangers developing a bilateral secret while exposed on the
network, not on mathematical complexity but rather on a temporary advantage
claimed by two communicators, who can solve a riddle a bit faster than their attacker.
The communicators then use this temporary secret to secure a permanent secret.
Merkle’s idea was for one communicator to present the other a list of difficult compu-
tational tasks, for which the submitter already knew the answers. The recipient
chooses randomly one of the various computational tasks, computes it, and commu-
nicates the result to the sender. The value of the answer tells the transmitter which
one of the tasks the recipient chose, and that information qualifies as a temporary
secret until the attacker will compute the entire list and also find out which task the
recipient chose.

An advanced version of Merkle’s randomness (not pattern) based spontaneous
cryptography is offered by FigLeaf.

6.1 FigLeaf

This is a brief overview of the cipher described in detail in “Randomized Bilateral
Trust (RABIT): Trust Building Connectivity for Cyber Space (FigLeaf)” U. S. Patent
10,798,065, [72].

The FigLeaf idea is based on the familiar “birthday paradox”: it turns out that a
group of only 23 people have a 50% chance to include two people with the same
birthday, month, and day of the month. Similarly, two strangers would agree to
randomly pick n mathematical items from a large list L of such items. The value of n
can be adjusted to make it x% likely for the two item selectors to have picked the same
item (a picked item remains in L). The two then start a dialogue. The selected items
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have  various  properties.  One  communicating  stranger  randomly  selects  a  property 
and  tells  the  other  the  n  values  of  this  property  in  the  n  items  she  selected.  The  other 
communicator  can  then  exclude  any  of  his  selections  for  which  the  value  of  this 
property  is  not  on  the  list  submitted  by  the  first  communicator.  His  list  shrinks  n  !  n’.
Next,  the  list-recipient  selects  another  property,  and  hands  over  the  list  of  its  n’
values.  The  first  communicator  will  delete  from  his  list  all  the  items  that  have  a  value
for  that  property  that  is  not  in  the  submitted  list.  This  will  shrink  her  list  n  !  n”.  By
repeating  this  protocol  the  two  strangers  would  either  realize  that  they  have  no  item  in
common,  and  in  that  case  they  will  restart  the  protocol,  or  they  would  both  identify 
the  one  item  they  both  randomly  picked.  It  will  take  an  outside  observer  much  longer
time  to  use  the  information  exposed  in  the  protocol  to  spot  the  shared  item.  Any  of  the
unused  properties  of  the  shared  item  will  qualify  as  a  temporary  secret,  which  the 
communicators  will  use  to  secure  a  permanent  secret  key  if  necessary.  For  cases  like 
money  transfer  the  temporary  secret  will  do.  Once  the  money  is  transferred  the  shared
secret  becomes  useless.

  Unlike  the  Diffie-Hellman  scheme,  FigLeaf  is  randomness  based,  and  the  only 
route  of  attack  is  brute  force.

7. Extended  applications

  The  power  of  cryptography  to  hide  a  secret  in  an  exposed  capsule  (a  ciphertext)
serves  a  variety  of  applications  beyond  enabling  a  conversation  in  a  hostile  environ-
ment.  Most  common  among  them  are  (i)  cryptographic  authentication,  applicable  to 
humans  and  things  alike,  (ii)  pattern  concealment,  and  (iii)  graded  randomness 
applications.  To  the  extent  that  mathematical  cryptography  is  vulnerable  to  the  orig-
inal  application,  it  is  similarly  vulnerable  to  its  extended  applications.  And  to  the 
extent  that  Trans  Vernam  Ciphers  cure  the  vulnerability  of  nominal  cryptography  for
secret  communication,  it  similarly  cures  the  vulnerability  presented  itself  when  used 
to  authenticate  a  document,  a  person,  a  thing.

Presenting  (i)  authentication  applications,  (ii)  pattern  concealment.

7.1  Authentication

  Authentication  is  a  process  where  a  Verifier  verifies  that  another  party,  “The 
Prover”,  is  in  possession  of  a  piece  of  information,  P.  The  challenge  is  repetition:  to 
ensure  that  the  proof  does  not  disclose  to  an  attacker  how  to  falsely  claim  bona  fide 
possession  of  P.  Hence,  direct  exposure  of  P  is  not  an  option.  There  are  three  prevailing
ways  to  hide  P:  (i)  pass  P  within  a  secure  channel,  (ii)  apply  private-public  key,  (iii)
apply  randomness.  The  second  option  is  by  far  the  most  popular.  Yet,  it  is  the  first  target
for  quantum  cryptanalysis,  and  its  days  are  numbered.  Good  alternatives  are  in  order.

  Presenting:  (i)  challenge-response  authentication  (ii)  randomized  authentication 
protection.

7.1.1  Challenge-response  authentication

The  following  is  a  short  overview  of  the  cipher,  defined  in  “Efficient  Proof  of
Knowledge  of  Arbitrarily  Large  Data  Which  Remains  Undisclosed”  US  Patent
10,594,480  [73].
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To prove possession of a body of data, P, by a “Prover”, the “Verifier” will
randomly pick a number R, and a function f, and pass both to the prover (in the
open). The prover will use R, and f to transform P into a bit string Q: Q = f(R,P). Next,
the prover will parcel out Q to n distinct concatenated substrings q1, q2, … , qn. Q ¼
q1 k q2 k::… kqn:

The breakdown of Q to n substrings will be carried out according to a shared rule
which will ensure that: qi 6¼ qj, ::… for i 6¼ j, and i, j ¼ 1, 2, … , n:

The breakdown rule is not secret. The prover will then apply the Complete
Transposition Cipher, as described above, to reshuffle the n substrings to a
transposed Q: QT.

QT will be passed to the verifier. The verifier will similarly identify the n substrings
q1, q2, … , qn, and confirm that QT can be constructed from q1, q2, … , qn in some
order.

One may note that the verifier may verify the prover being in possession of P,
without the verifier being in possession of P. All that the Verifier needs in order to do
their job is to have n substrings: q1, q2, … , qn, without having knowledge of the
particular permutation thereto that assembles them to Q.

Since the transposition is complete, the attacker in possession QT will have first to
list all the possible ways, m, in which QT can be divided to an unknown number of
substrings, n1, n2, … , nm, compliant with the substrings division rule, then for each
possible number of strings consider all the permutations thereto.

By selecting f, and R so as to generate Q of any desired size, the verifier will ensure
that the brute force load on the attacker will exceed their ability to extract P in a
timely manner. Because the combination of R and f is not repeated, the attacker will
have to extract P from QT in order to prove possession thereof.

7.1.2 Protecting authentication databases

The following is a short overview of the ciphers, defined in “Method for Inhibiting Mass
Credentials Theft” US Patent 10,395,053 [74].

Identity authenticators happen to be organizations serving a large number of
customers. Using secure channels these authenticators receive the credentials of their
customers, compare them to their records, and thereby authenticate them. The
records kept by these organizations are at the cross-hair of sophisticated attackers
since a single penetration will net the private data of all the customers of the victim
organization. This can be prevented by allowing the authenticators to perform the
authentication without keeping their customers’ data in their authentication records.
It seems impossible at first glance, how would one authenticate unknown data? It can
be done through zero knowledge techniques that are math-loaded. Here we present a
randomness-based solution.

Information submitted for authentication is written as bit strings. Bit strings are
conveniently written in Base64. Base64 is a language comprised of 64 letters. We map
the letter number i in this alphabet (i = 1, 2, … , 64) to a bit string comprising i bits—
disregarding the identity of the bits. We now determine the identities of these
message-bearing bits through a source of randomness. This will yield a fully random-
ized layout, R, of the message A submitted for authentication. Let’s divide A to n bits
segments: A = a1 || a2 || … am where |ai| = n. Each segment will also be randomized. Let
us now flip h < n bits in each segment. Such flipping will not affect the prime
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message,  written  in  Base64,  but  it  will  shift  the  bit  expression  of  the  Base64  letters.
Each  message  ai  will  be  shifted  to  a’i,  where  ai  and  a’i  exhibit  a  Hamming  distance  h
between  them:  h  ¼  Hamming

�
ai,  a’i

�
::  …  for  i  ¼  1,  2,  …  ,  m:

  We  now  can  store  the  shifted  expression:  A’  =  a’1  ||  a’2  ||  …  a’m  in  the  server’s 
database,  and  send  the  customer  the  message  A  =  a1  ||  a2  ||  …  am  to  use  when 
authenticating  herself.

  The  prime  message  (written  in  Base64)  will  be  the  same  both  for  the  record  kept 
on  the  customer’s  phone  and  for  the  record  kept  in  the  server’s  database.  When  the 
server  receives  the  message  from  the  customer,  the  server  first  authenticates  the 
prime  message  (account  number,  name,  password,  etc.),  and  then  examines  the  bit 
identities  of  the  submitted  bit  string.

  If  the  Hamming  distance  between  the  customer’s  record  and  the  server’s  record  for
all  sections  of  A  is  h,  then  the  transaction  goes  through.  If  the  test  fails,  the  transaction
stops,  and  a  response  protocol  is  activated.

  Should  a  hacker  break  into  the  server  and  copy  its  records,  they  will  not  harvest  the
customers’  records.  They  will  get  a  hold  of  the  server’s  data.  Should  a  hacker  attempt 
to  steal  a  customer’s  identity  using  her  credentials  that  were  stolen  from  the  server,
then  the  server  will  immediately  realize  that  the  Hamming  distance  between  its 
records  and  the  data  submitted  for  authentication  is  zero  and  not  h.  An  alarm  will 
sound  to  alert  the  server  and  conclude  that  a  hacker  pretends  to  be  a  customer.  The 
server  is  further  alerted  to  the  fact  that  the  server  was  compromised.  Once  so  realized
the  server  will  simply  refresh  its  records,  maintain  the  prime  message  but  change  the
Hamming  distance  from  h  to  h’  ¼6  h.  This  simple  act  will  void  the  hacker’s  harvest.  The
stolen  data  which  has  a  Hamming  distance  h  from  the  customer’s  record  will  not 
enable  the  hacker  to  contrive  credentials  that  would  exhibit  a  Hamming  distance  h’
from  the  servers’  records.  That  is  because  the  hacker  does  not  know  which  bits  were 
flipped  and  which  were  not—this  choice  was  made  randomly.  The  net  effect  of  this 
tool  is  that  (i)  a  breach  is  instantly  discovered,  and  (ii)  is  readily  recovered  from.  This
recovery  is  swift  and  painless  without  bothering  the  customer.

7.1.3  Authentication  of  material  items

The  following  is  a  short  overview  of  the  technology  defined  in  “Proving  Material
Identity  with  Quantum  Randomness  –  Financial  and  General  Applications”  US  Pat-
ent  10,754,326.  [75],  “BitMint  Hard  Wallet:  Digital  Payment  without  Network 
Communication:  No  Internet,  yet  Sustained  Payment  Regimen  between  Randomness-
Verifiable  Hard  Wallets”  [76].

  Counterfeiting  material  items  is  an  advanced  fraud  industry,  affecting  mainly 
manufactured  items  of  value.  Governments  are  in  a  race  with  counterfeiters  over 
banknotes,  passports,  and  various  licenses  and  documents.  Manufacturers  suffer 
when  the  market  is  flooded  with  look-alike  products  that  steal  their  customers  and 
destroy  their  reputations.

  Much  as  the  prevailing  cryptography  is  opting  for  greater  and  greater  mathemati-
cal  complexity  to  fend  off  cryptanalysis,  so  do  manufacturers,  adding  hologram  sig-
natures  and  other  physical  complexities  to  remain  one  step  ahead  of  the 
counterfeiters.  We  have  seen  how  randomness  is  an  alternative  solution  strategy 
against  cryptanalysis;  the  very  same  principle  applies  to  material  authentication:
chucking  the  unified  complexity  race  in  favor  of  randomized  complexity.
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A pattern-loaded manufacturing complexity will eventually be deciphered. And
once so the counterfeiter will flood the market with hard-to-detect counterfeits.
Applying randomness, each item has its own unpredictable signature, so there is no
one “secret” that works for all items of the same kind. The counterfeiter will have to
tailor the counterfeit to individual signatures. What is more, the randomized signature
is comprising a very large number of measured properties. Some are published on a
public ledger, allowing the verifier to compare the published and the measured.
Albeit, many more properties are not published a priori, and only released to the
public upon demand. The verifier will check the submitted item against the just
released properties—a counterfeit will fail the test.

7.2 Pattern concealment

The following is a short overview of the cipher, defined in “Effective Concealment of
Communication Pattern (BitGrey, BitLoop)” US Patent 10,673,822, [8].

In many practical circumstances attackers gain a consequential advantage by
analyzing the pattern of communication traffic: who writes to whom, when, how
much, how often, etc. While encryption per se hides the content of the commu-
nication, it does expose its pattern. Trans-Vernam ciphers can be used to cure this
deficiency. TVC may inflate the ciphertext at will, while the intended reader will
not be confused by the meaningless bits and properly interpret the meaningful
bits, as described herein. This situation may be exploited by establishing a fixed
bit rate among the communicators. The bit flow will range from no-messaging, all
bits are meaningless, to all-messaging, no bits are meaningless, and any state in
between. The communicators will read only the messages intended for them, but
attackers will see a steady unchanging bit flow rate, remaining in the dark as to
whether anybody talks to anybody, or who talks to whom, how often, and how
much.

8. Randomness technology

The most popular source for randomness are algorithms that generate bits
sequences that comply with a given (arbitrary) set of rules. John Von Neumann said
that anyone generating randomness from algorithms does not understand, neither
randomness nor algorithms. Indeed it makes little sense to abolish mathematical
complexity with randomness that is itself a product of mathematical complexity.
There are two classes of non-algorithmic randomness: (i) physical complexity, (ii)
quantum randomness. The former is based on the formidable amount of real-time
knowledge that must be processed in order to defeat it, and the latter is based on a first
principle of quantum mechanics.

It is noteworthy that perfect randomness can be theorized, not proven. No matter
how many tests are conducted over a source of randomness, the results can always be
explained as coming from a source where the deviation from perfect randomness is
too small to detect in this finite test. This fact casts a thin but present shadow on the
assertions for security claimed herein.

Presenting: (i) quantum randomness technology, (ii) physical complexity
randomness technology.
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8.1  Quantum  randomness  technology

The  following  is  a  short  overview  of  the  technology,  defined  in  “Rock  of  Randomness”
US  Patent  10,467,522,  [77]  and  in  “The  Rock  of  Randomness:  A  physical  oracle  for
securing  data  off  the  digital  grid”  [78].

  Commercial  outfits  today  offer  elaborate  apparatuses  generating  quantum-grade 
randomness  [79,  80].  What  is  needed  then  is  (i)  robust  packaging,  and  (ii)  effective 
duplication,  (iii)  copy  protection.  These  three  needs  have  been  satisfied  through  “The
Rock  of  Randomness”.  It  packs  randomness  in  the  chemical  structure  of  the  material 
constituents  of  the  rock.  The  data,  hence,  is  off  the  digital  grid,  which  means  it  is 
beyond  the  territory  that  is  subject  to  digital  compromise.  One  needs  to  have  access  to
the  Rock  itself,  in  order  to  read  its  data.  The  Rock  packs  very  large  quantities  of  data  in
its  molecular  composition.  It  is  measured  in  an  analog  format,  then  digitized.  Even  a 
small  piece  of  rock  may  pack  an  enormous  amount  of  data,  beyond  what  is  practical  to
image  in  a  database.

  The  Rock  is  not  vulnerable  to  accidental  physical  punishment  nor  to  happenstance
chemical  obstruction.  Melting  will  destroy  it,  but  otherwise  it  keeps.  The 
manufacturing  of  the  Rock  can  be  duplicated,  but  given  a  manufactured  Rock  it  is 
infeasible  to  duplicate  it.  Communicators  holding  a  duplicate  of  the  same  Rock  each 
will  enjoy  the  full  power  of  Trans  Vernam  Ciphers.

8.2  Physical  complexity  technology

The  following  is  a  short  overview  of  the  technology,  specified  in  US  Patent  Application
#17063523.

  Quantum  randomness  enjoys  the  credibility  of  the  most  elevated  scientists  who 
claim  it  to  be  perfect.  Only  the  generators  of  this  randomness  are  embedded  in 
complex  electronics,  which  are  subject  to  attack.  So  while  the  created  bit  flow  is 
unbiased,  the  bit  sequence  that  is  poured  to  its  consumers  may  be  contaminated.  This
is  one  argument  in  favor  of  a  closer  source  based  on  sufficient  real-world  complexity 
that  is  per  symmetry  tests  devoid  of  any  pattern  [39,  81].  One  such  source  is  a 
contraption  wherein  insulating  bubbles  rise  in  a  conductive  liquid,  and  reduce  its 
effective  conductivity.  The  reduced  conductivity  suppresses  the  bubble’s  flow,  (feed-
back  cycle)  which  in  turn  increases  the  effective  conductivity,  that  now  increases  the
flow  of  bubbles.  The  mechanism  varies  the  quantities  of  the  rising  gas,  as  well  as  its 
distribution  over  a  range  of  bubble  sizes.  The  conductivity  variance  is  translated  into  a
randomized  bit  stream.

  This  bubbles  randomizer  will  be  external  to  the  consuming  computers,  and
be  readily  replaceable.  Unlike  a  quantum  source,  this  complexity  apparatus  hinges
on  a  feedback  cycle,  so  that  any  disturbance  will  be  diffused  to  high-quality 
randomness.

  A  note  on  the  innovation  solution  protocol:  This  presentation  is  a  case  study
for  the  innovation  path  known  as  historic  retrace  in  which  one  traces  the  innovative 
history  of  a  present  state,  revisits  innovative  forks  of  the  roads,  and  examines  roads 
not  taken.  The  idea  is  that  in  hindsight  the  unselected  options  in  that  junction  point 
may  look  more  attractive  than  when  first  encountered.  Pursuing  those  untried 
avenues  is  a  choice  loaded  with  possibilities.  Progress  from  natural  evolution  to
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science and technology is a zig-zagging path. This thesis emerges from a rigorous
practice of the Innovation Solution Protocol (InnovationSP) [42, 43]. It identified
the 104 years old Vernam cipher as the fork in the road from where cryptography
selected the small-key path, which was the wise choice for the technology of
the day. Albeit with the tools we have at present, the road not taken—projecting
security through randomness, not through math—is the road that leads to a new
cyber vista.

Allegory: The following short tale illustrates the message contained in this chapter.
Two pals, Alice and Bob play a game of dice. One throws, the other guesses. A right
guess will move 1$ from the dice thrower to the dice guesser. Playing for hours both
players end up with just about the same amount of money they brought to the match.
This is very disappointing for Alice who is much better educated than Bob and knows
everything there is to know about probabilities and computing. So she proposes to Bob
to introduce a tiny variation to the game. Instead of throwing one dice, they will each
throw two. Instead of guessing in the range 1–6, they will be guessing in the range
2–12. Bob innocently accepts, but no sooner do they switch to two dice than Alice
cleans Bob’s wallet to his last dollar. While innocent Bob randomly guesses a choice
from 2 to 12, Alice uses her probability education and guesses 7 every time. Bob is
losing money every night, blaming his bad luck.

One bright day Bob realizes that his losses occurred when the game was switched
from one dice to two dice, so he insists on returning to the original mode. Lo and
behold Alice’s advantage vanishes.

Trans Vernam ciphers—return to Vernam philosophy (not to the Vernam
protocol)—are tantamount to innocent Bob returning to the one dice mode where no
matter how smart, or how stupid a player is their playing field is level.

9. Outlook

Pattern-Devoid cryptography may turn out to be an important factor in the evolu-
tion of human residence in cyberspace. The currency of the digital realm is trust. The
digital facade is an effective veil for all sorts of ill-doings and abuse. Privacy is deathly
wounded. Today’s ciphers operate under the shadow and the suspicion of stealth
cryptanalysis. Facing these threats pattern-devoid cryptography offers the credibility
of mathematics, and the assurance of the unpredictability of true randomness, now
available commercially. Trust will be reconstructed, and life in cyberspace will evolve
to its full potential.

Additional information

The first version of this chapter was published as a preprint on the preprint server
of the Archive of the International Association for Cryptologic Research, entitled:
“Pattern Devoid Cryptography” Nov 20, 2021.
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Chapter 5

 The Fundamentals of Biometrics – 
A Comprehensive Exploration
Carlos M. Travieso-González

1. Introduction

1.1 Unveiling the future for biometrics

 In the age of rapid technological advancement, the quest for secure and convenient 
identity authentication methods has never been more pressing. Traditional forms of 
authentication, such as passwords and PINs, are increasingly vulnerable to breaches, 
leaving individuals and organizations alike vulnerable to identity theft, fraud,
and unauthorized access. In response to these challenges, biometrics has emerged
as a promising solution, offering a unique fusion of security, convenience, and 
reliability [1]. From fingerprint scanners and facial recognition systems to iris scan-
ners and voice authentication technologies, biometric systems leverage the distinct 
physiological and behavioral characteristics of individuals to verify their identities 
with unparalleled accuracy.

The term “biometrics” derives from the Greek words “bio” (life) and “metrics”
(measurement), reflecting its focus on the measurement and analysis of biological 
traits. Unlike traditional forms of authentication, which rely on knowledge (e.g., pass-
words) or possession (e.g., ID cards), biometrics authenticates individuals based on 
who they are, leveraging unique physical or behavioral attributes that are inherently 
difficult to forge or replicate [2]. This paradigm shift has profound implications for 
a wide range of applications, from securing access to personal devices and financial 
accounts to enhancing border security and safeguarding critical infrastructure.

1.2 Biometrics modalities and its applications

 At the heart of biometric technology lies the recognition and analysis of biometric 
identifiers, which can be broadly classified into two categories: physiological and 
behavioral [3]. Physiological biometrics are based on anatomical or physiological 
characteristics of individuals, such as fingerprints, iris patterns, facial features,
and DNA profiles. These traits are inherently unique to each individual and remain 
relatively stable over time, making them ideal for reliable identity authentication. In 
contrast, behavioral biometrics are based on patterns of behavior or actions exhib-
ited by individuals, such as typing rhythms, gait patterns, facial information [4–6], 
handwriting [7, 8], and voice characteristics. While behavioral biometrics may exhibit
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greater variability than physiological traits, they offer additional layers of security 
and can be less intrusive in certain applications.

The roots of biometrics can be traced back to ancient civilizations, where methods 
such as fingerprints and seals were used to authenticate individuals and documents. 
However, it was not until the advent of modern computing and digital imaging 
technologies that biometrics began to realize its full potential. The development of 
automated fingerprint identification systems (AFIS) in the 1970s marked a significant 
milestone, paving the way for the widespread adoption of biometric authentication in 
law enforcement and forensic applications. Since then, rapid advancements in sensor 
technology, machine learning algorithms, and data processing capabilities have fueled 
the proliferation of biometric systems across diverse domains.

One of the key strengths of biometrics lies in its ability to provide strong 
authentication while enhancing user convenience and experience [9]. Unlike 
passwords or PINs, which can be forgotten, stolen, or shared, biometric traits are 
inherently tied to the individual and cannot be easily compromised. This inher-
ent convenience has fueled the integration of biometric authentication into a wide 
range of consumer devices, from smartphones and tablets to laptops and wearables. 
Today, millions of users around the world rely on biometrics to unlock their devices, 
authorize transactions, and access digital services with a simple touch, glance, or 
voice command.

Moreover, biometrics offers a compelling solution to the growing challenge of 
identity fraud and cybercrime. With traditional authentication methods proving 
increasingly vulnerable to sophisticated attacks, organizations are turning to biomet-
ric technologies to bolster their security posture and protect sensitive data and assets. 
Biometric authentication not only provides a higher level of assurance than tradi-
tional methods but also offers greater scalability and usability, enabling organizations 
to strike a balance between security and user experience.

However, the widespread adoption of biometrics also raises important questions 
and concerns regarding privacy, security, and ethical implications. As biometric data 
becomes increasingly pervasive and interconnected, issues such as data protection, 
consent, and surveillance have come to the forefront of public discourse. The col-
lection, storage, and processing of biometric data raise unique challenges and risks, 
requiring careful consideration of legal and regulatory frameworks to safeguard 
individual rights and mitigate potential abuses.

In this comprehensive exploration of biometrics, we embark on a journey to 
unravel the intricacies of this transformative technology and its implications for 
society. Drawing upon insights from diverse disciplines, including computer science, 
engineering, psychology, law, and ethics, we delve into the evolution, applications, 
and implications of biometrics in the digital age. Through a synthesis of theoretical 
perspectives, empirical research, and real-world case studies, we seek to deepen our 
understanding of the promises and perils of biometric authentication and its role in 
shaping the future of identity management and security [10].

As we navigate the complex landscape of biometrics, we are reminded of the 
words of science fiction author Arthur C. Clarke, who famously remarked, “Any 
sufficiently advanced technology is indistinguishable from magic.” Indeed, in the 
realm of biometrics, the boundaries between science and science fiction blur as we 
unlock the potential of human biology to transform the way we authenticate, interact, 
and connect in an increasingly digital world. Join us on this captivating journey into 
the realm of biometrics, where the future meets the present, and the possibilities are 
limited only by our imagination.
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Chapter 6

Revocable Crypto-Biometric Key
Regeneration Using Face
Biometrics, Fuzzy Commitment,
and a Cohort Bit Selection Process
Mohamed Amine Hmani, Dijana Petrovska-Delacretaz
and Bernadette Dorizzi

Abstract

Security is a main concern nowadays. Cryptography and biometrics are the main 
pillars of security. Using biometrics to obtain cryptographic keys offers distinct 
advantages over traditional methods. Classical systems rely on passwords or tokens 
assigned by administrators, which can be stolen or shared, making them insufficient 
for identity verification. In contrast, biometric-based keys provide a better solution 
for proving a user’s identity. This chapter proposes an approach to regenerate crypto-
biometric keys with high entropy, ensuring high security using facial biometrics. The 
keys are regenerated using a fuzzy commitment scheme, utilizing BCH error-
correcting codes, and have a high entropy of 528 bits. To achieve this, we use an intra-
inter variance strategy for the process of bit selection from our facial deep binary 
embeddings. The system is evaluated on the MOBIO dataset and gives 0% FAR and 
less than 1% FRR. The proposed crypto-biometric keys are resistant to quantum 
computing algorithms, provide non-repudiation, and are revocable and convenient 
with low false rejection rates.

Keywords: face biometrics, binarization, crypto-biometrics, key regeneration,
key binding, fuzzy commitment, biometric cryptosystems, revocable
crypto-biometric keys

1. Introduction

Cryptography has assumed an increasingly vital role in our society, driven by the
digitization of all aspects of life and the escalating need to safeguard data and trans-
actions across various domains such as telecommunications, healthcare, financial
dealings, and even the protection of personal privacy, including cryptocurrencies.
Cryptography principally relies on cryptographic keys to either encrypt data or create
digital signatures, ensuring both data authenticity and integrity.
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Nonetheless, cryptography faces certain challenges. One of its looming threats
emanates from the advent of quantum computers. Quantum computer prototypes are
becoming progressively more efficient and advanced, with the field of quantum
computing progressing rapidly [1]. Projections suggest that within the next two
decades, quantum computers could render current cryptographic methodologies
obsolete. In this context, recommendations for post-quantum cryptographic algo-
rithms, encompassing symmetric encryption, symmetric authentication, public-key
encryption, and public-key signatures founded on long-term security, have been
outlined in Ref. [2].

Beyond the quantum threat, cryptographic keys pose their set of inherent draw-
backs. The sheer length of these keys precludes memorization, necessitating their
storage, which introduces the additional risk of unauthorized key duplication or,
worse yet, key loss resulting in the forfeiture of encrypted data. Traditional crypto-
graphic keys also fail to guarantee non-repudiation, that is, the assurance that only the
rightful owner uses the key, thereby enabling digital identity sharing and potential
liability denial.

Biometrics emerges as a potential solution to this predicament. By employing bio-
metrics, the issue of non-repudiation can be resolved. However, this approach gives
rise to a new predicament: the irrevocability of biometric keys. It is impossible to
arbitrarily alter an individual’s biometric data, leading to the perpetual generation of
the same biometric template for a given user.

Hence, our efforts focus on devising methods to create crypto-biometric keys
derived from users’ facial biometric data. We chose to focus on facial biometrics,
given their widespread accessibility, as nearly every device nowadays is equipped
with a camera. Employing a crypto-biometric key guarantees non-repudiation and
eliminates the need for users to memorize the key, as it is reconstructed at the time of
system usage.

The goal of this work is to obtain post-quantum crypto-biometric symmetric keys.
This goal has multiple requirements:

1. to be resistant to quantum computing algorithms;

2.non-repudiation;

3. to be cancellable;

4.convenience, having low false rejection rate (FRR) at the required security level.

The rest of this chapter is structured as follows. In Section 2, we present an
overview of related works in crypto-biometric key regeneration. In Section 3, we
introduce the key regeneration scheme used in the proposed system. In Section 4, we
provide the performance of the system. Before concluding in Section 6, we present the
security analysis of the system in Section 5.

2. Related works

The concept of crypto-biometric keys appeared toward the end of the twentieth
century. The first works had the disadvantage of low entropy and a non-negligible
reconstruction error. Firstly, they demanded highly consistent biometric samples
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from  the  same  user,  which  proved  challenging  due  to  environmental  and  physiological
variations  inherent  to  the  nature  of  biometric  data.  Secondly,  only  one  key  was 
associated  with  a  user’s  biometric  sample,  rendering  the  sample  useless  if  the  key  was
compromised,  especially  when  periodic  key  updates  were  necessary.

  To  overcome  these  challenges,  subsequent  methods  were  introduced  that  did  not 
require  the  storage  of  biometric  templates  or  keys  in  databases  using  techniques
such  as  key  generation  and  key  regeneration.  Key  generation  is  the  process  of  deriving
a  key  directly  from  biometrics.  The  keys  can  vary  from  a  session  to  another,  resulting
in  high  FRR.  As  for  key  regeneration  (also  known  as  key  binding  [3]),  it  is  the  idea 
that  a  randomly  generated  key  is  combined  with  the  biometric  data  using  crypto-
graphic  techniques  and  that  the  key  is  later  retrieved  from  the  combined  data  at  the 
time  of  verification.  Sometimes,  key  generation  and  regeneration  are  used  inter-
changeably,  as  the  standards  of  crypto-biometric  systems  are  not  fully  established.

  In  this  section,  we  present  related  works  in  crypto-biometric  key  regeneration,
focusing  mainly  on  schemes  using  fuzzy  commitment.

  In  2007,  Chen  et  al.  introduced  a  method  for  regenerating  cryptographic  keys  from
facial  biometrics  in  Ref.  [4],  utilizing  entropy-based  feature  extraction  and  Reed–
Solomon  error-correcting  codes.  This  technique  proved  capable  of  reliably  producing
keys  suitable  for  128-bit  AES  encryption  when  evaluated  using  3D  face  data.

  In  2010,  Kanade  et  al.  [5]  proposed  an  iris  biometric  system  with  a  key 
regeneration  scheme  based  on  fuzzy  commitment  use.  Initially,  a  key  is  randomly 
generated  and  encoded  into  a  pseudocode  using  error-correcting  codes  (ECCs).
Subsequently,  a  cancellable  transformation  is  applied  to  the  user’s  reference
biometric  data,  and  this  transformed  data  is  XORed  with  the  pseudocode  to  produce
a  locked  code.

  In  2018,  Panchal  et  al.  [6]  introduced  an  innovative  method  for  creating  a 
threshold-free  cryptographic  biometric  key,  referred  to  as  the  crypto-biometric  key.
They  achieved  this  by  combining  all  bits  from  three  different  sets  of  straight  line 
attributes  obtained  from  three  types  of  minutiae.  Additionally,  they  employed  Reed-
Solomon  encoding  to  generate  a  code  word,  which  served  the  purpose  of  encryption 
and  facilitated  the  retrieval  of  the  user’s  crypto-biometric  key.  Notably,  the  authors 
asserted  that  their  approach  eliminated  the  need  to  store  either  the  user’s  biometric 
template  or  the  generated  key.  However,  in  Ref.  [7],  it  is  stated  that  the  three  feature
sets  may  be  the  same  set  and  their  approach  may  have  the  risk  of  disclosing  the 
fingerprint  features.  An  attacker  can  apply  the  user’s  ciphertext  to  separate  the  code 
word  from  the  user’s  final  ciphertext  and  then  obtain  the  features  from  the  code  word
using  Reed-Solomon  decoding,  and  finally,  he  may  successfully  reconstruct  the  user’s
crypto-biometric  key  from  the  line  attributes  if  they  can  obtain  the  parameters  for 
substitution  or  expansion.
  Anees  et  al.  [8]  have  developed  a  unified  framework  for  regenerating  crypto-
graphic  keys  of  size  256  bits  based  on  facial  features,  in  2018.  There  are  three  different
modules  in  their  proposed  framework:  learning  the  facial  features,  the  quantization  of
the  facial  features,  and  key  generation.  In  their  application,  the  features  of  a  subject 
are  extracted  in  a  controlled  illumination  with  minimal  variations  in  pose  and  expres-
sion  at  the  time  of  enrolment  and  key  regeneration.

  In  2019,  Panchal  et  al.  [9]  introduced  a  biometric  code  word  generation
technique  based  on  the  convolution  coding  principle  using  fingerprints.  This  method
is  capable  of  producing  a  distinct  code  word,  and  the  hash  value  derived  from
this  code  word,  in  combination  with  specific  private  parameters,  can  serve  as  a 
cryptographic  1274-bit  key.
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In 2021, Wang et al. [7] proposed a new crypto-biometric key regeneration
approach based on the generated interval scheme with a two-layer error-correcting
technique for fingerprints. The key size in the proposed approach is adjustable
between 120 and 168 bits long for the extracted minutia numbers with low computa-
tional cost.

Chang et al. [10] introduced a multi-biometric fusion system named
BIOFUSE. They leverage the fuzzy commitment and fuzzy vault schemes to
regenerate crypto-biometric keys of length 256 bits, combining face, iris, and finger-
print features.

Key regeneration can also function to verify the identity of the user; if the key
is reconstructed correctly, the user is verified. Mai et al. [11] proposed a
randomized convolutional neural network (CNN) to regenerate protected face templates
given a facial image and a user-specific key. Their system was focused on biometric
verification and provides 0.19% FRR @0.1% FAR on the FRGC database.

In 2022, Elrefaei et al. [12] proposed a fuzzy commitment scheme using gait-based
biometrics to secure the feature templates. They leverage Bose–Chaudhuri–
Hocquenghem codes (BCH) to encode the key in the enrolment phase and decode in
the verification phase. They obtain 0% FAR and FRR on CMU MoBo and CASIA-A
databases with key lengths of 50 bits.

Recently, in [13], Lin and Chen have proposed an error-correction-based iris
recognition scheme that provides secure template storage and a high level of accuracy
for personal authentication with a security of 110 bits, which means that the intruder
requires 2110 attempts to access their system.

The previously mentioned works either focus on other biometrics modalities than
face or have low crypto-biometric key sizes. Furthermore, in the works focusing on
face biometrics, the testing databases had ideal conditions (illumination, pose), which
reduces the convenience of the system and forces the user to comply with the system
requirements. Moreover, the fuzzy commitment scheme was criticized for being
vulnerable to correlation attacks and providing insufficient template security [14, 15].
Keller et al. [15], in particular, focused on the security of fuzzy commitment schemes
based on biometric templates produced by deep learning.

In this chapter, we present a key regeneration approach that aims to regenerate
long keys from facial data. Our focus is to have keys longer than 400 bits from
facial biometric and working in noncontrolled environments. We employ a
modified fuzzy commitment scheme that prevents template correlation and
reconstruction. The following section presents the key regeneration scheme used in
our system.

3. Crypto-biometric key regeneration with fuzzy commitment

In this section, we present our proposed key regeneration scheme. The system
comprises two steps: (i) Extracting binary template from face biometrics and (ii)
regenerating the crypto-biometric key using a fuzzy commitment scheme combining
the face binary template, which is protected using shuffling protection scheme, and
error-correcting codes. The first step is described in our paper [16] and summarized in
Section 3.2. The challenge is to obtain long binary representations with high entropy
and high biometric performance. These long binary representations are used as a basis
for the second step. In the second step, the challenge is to regenerate the crypto-
biometric keys without degrading the entropy and with low FRR.
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Figure 1.
Enrolment phase of the fuzzy commitment scheme used in the key regeneration.

Figure 2.
Regeneration phase of the fuzzy commitment scheme.
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  The  system  proposed  in  this  section  is  based  on  the  fuzzy  commitment  scheme 
presented  in  Figures  1  and  2.  The  fuzzy  commitment  scheme  was  first  introduced  in 
1999  by  Juels  and  Wattenberg  [17].  A  random  key  is  encoded  using  error-correcting 
codes  (ECCs)  and  is  then  XORed  with  the  biometric  data.  The  XORed  data  is  crypto-
graphically  secure  because  neither  the  key  nor  the  biometric  data  can  be  obtained 
from  it  without  providing  one  of  the  two.  The  random  key  is  retrieved  at  the  time  of 
key  regeneration  by  providing  fresh  biometric  data.  This  system  requires  ordered 
biometric  data  in  binary  form.  In  this  scheme,  the  variability  in  the  biometric  data 
from  one  acquisition  to  another  is  treated  as  noise.  This  noise  causes  errors  in  the  data,
which  are  corrected  using  ECC.

  The  system  comprises  two  phases.  The  first  phase,  shown  in  Figure  1,  is  the 
enrolment  phase  where  the  user  generates  a  symmetric  key  and  links  it  to  his/her 
identity.  The  second  phase,  shown  in  Figure  2,  is  the  verification  phase  where  the  user
regenerates  his/her  key  from  his  biometric  data,  stored  helper  data,  and  a  secret 
second  factor  used  to  ensure  the  revocability  of  the  scheme.

  The  revocability  of  the  fuzzy  commitment  scheme  is  assured  using  the  same 
shuffling  scheme  described  in  section  3.4.

  In  the  enrolment  phase,  the  user  provides  an  image  containing  his/her  face  I  and  a 
secret  second  factor  S.  The  second  factor  can  be  a  shuffling  key  stored  on  a  secure  token
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or a password that is used to derive the shuffling key. The image I is processed using the
binarization method described in the section 3.2 to provide a binary embedding B.

The binary embedding is then shuffled using the shuffling key S provided by the
user to achieve the revocability requirement. The shuffled binary embedding is
denoted by SB. The SB is used to protect the encryption key K generated by the system
at the beginning of the process. The encryption key K is encoded using the error-
correcting code described in the following section, creating an encoded encryption
key E Kð Þ. The encryption key K is also hashed using a hash function to provide a hash-
string that will be used to verify the successful regeneration of the encryption key K in
the regeneration phase.

The shuffled binary embedding SB and the encoded key E Kð Þ are XORed to
provide the protected encryption key PK. The security of the scheme is mainly pro-
vided by the SB. In fact, the entropy of the system is the minimum between the
entropy of SB and K.

In the enrolment phase, the system stores the hash of the encryption key H Kð Þ and
the protected encryption key PK. The two pieces of data do not need to be protected
and can be stored in a non-encrypted database. On the other hand, the second factor, S,
must be protected. Should the shuffling key be compromised, the user’s enrolment must
be revoked and a new enrolment using a different shuffling key S needs to be generated.

In the verification phase, the user provides a new facial image sample I0. This image
is processed following the same method as in the enrolment phase to provide a binary
embedding B0. The user also provides the same second factor, in the form of either a
password or a shuffling key S, used in the enrolment phase. The binary embedding B0 is
shuffled using this second factor, resulting in a shuffled binary embedding SB0. This
shuffled binary embedding SB0 will have some differences from SB due to the variability
in the facial image sample provided at the beginning of the verification step. SB0 is then
XORed with the protected encryption key PK recovered from storage. The result of the
XOR operation is E K0ð Þ. E K0ð Þ is then decoded using the same error correcting code
used in the enrolment phase. The decoded encryption key is denoted by K0. To check if
the regeneration of the key is successful or not, we compare the hash of the decoded key
H K0ð Þ with the hash stored in the enrolment phase H Kð Þ. If H Kð Þ is equal to H K0ð Þ, the
regeneration is successful and the system provides the user with the encryption key K0

that is identical to the key K. IfH Kð Þ andH K0ð Þ are different, the regeneration fails, and
the user is asked to provide a new facial image.

The description of the fuzzy commitment scheme provided above explains only
the generic data flow in the system. In our system, the binary embedding extractor
(DNN) provides a fixed output of 4096 bits. To adapt the length of the binary
embedding to the need of the security requirements of the system, we added a process
of bit selection. In fact, according to the parameters of the error-correcting code and
the length of the encryption key K, the length of the encoded encryption key E Kð Þwill
be different. Therefore, the length of SB will vary as it hides the encoded encryption
key E Kð Þ. As such, the length of the binary embedding B and shuffling key S has to
vary. The details about the shuffling scheme, the error-correcting code used, as well as
the process of bit selection are provided in the following sections.

3.1 Error-correcting code

The difference between E(k) and E(k’) is due to the variability in the biometric
samples. We consider the difference as channel noise and use ECC to correct this
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noise.  The  error-correcting  code  that  we  used  for  the  fuzzy  commitment  scheme  is 
the  Bose,  Chaudhuri,  and  Hocquenghem  (BCH)  code.  We  chose  the  BCH  code 
because  it  is  a  robust  code  capable  of  correcting  random  errors.  BCH  codes  are  a
class  of  cyclic  error-correcting  codes  that  are  based  on  algebraic  concepts.  They  are 
widely  used  in  communication  systems  and  storage  devices  to  detect  and  correct 
errors.

  The  basic  idea  behind  BCH  codes  is  to  add  redundant  bits  to  the  data  being 
transmitted  or  stored  in  such  a  way  that  the  receiver  or  reader  can  use  these  bits  to 
detect  and  correct  errors.  These  redundant  bits  are  called  check  bits.  The  number  of 
check  bits  added  to  the  data  is  determined  by  the  length  of  the  BCH  code  and  the 
desired  error  correction  capability.

  The  BCH  code  is  constructed  using  a  generating  polynomial,  which  is  a
polynomial  equation  with  coefficients  that  are  used  to  generate  the  check  bits.
The  generating  polynomial  is  chosen  such  that  it  has  a  certain  number  of  roots,  which
are  values  that  make  the  polynomial  equation  equal  to  zero.  These  roots  are  used  to 
generate  the  check  bits,  and  the  number  of  roots  determines  the  error  correction 
capability  of  the  BCH  code.  Each  coefficient  in  the  polynomial  represents  a  bit  of  data,
and  the  polynomial  as  a  whole  represents  the  entire  dataset.  The  polynomial  is  then 
used  to  generate  a  set  of  check  bits,  which  are  added  to  the  dataset  to  form  the  coded 
message.

  To  encode  data  using  a  BCH  code,  the  data  is  first  divided  into  blocks  of  a  certain 
size,  and  the  check  bits  are  generated  for  each  block  using  the  generating  polynomial.
The  check  bits  are  then  appended  to  the  data  block  to  form  the  encoded  data  block.
When  the  encoded  data  block  is  transmitted  or  stored,  errors  may  occur  due  to  noise 
or  other  factors.

  To  detect  and  correct  errors  in  the  received  or  retrieved  data,  the  receiver,  or 
reader,  uses  the  generating  polynomial  to  calculate  the  check  bits  for  the  received  or 
retrieved  data  block.  If  the  calculated  check  bits  match  the  check  bits  in  the  received 
or  retrieved  data  block,  it  is  assumed  that  the  data  is  error-free.  If  the  calculated  check
bits  do  not  match  the  check  bits  in  the  received  or  retrieved  data  block,  it  is  assumed 
that  errors  have  occurred  and  the  receiver  or  reader  uses  the  generating  polynomial  to
determine  the  locations  of  the  errors  and  correct  them.

  One  of  the  advantages  of  BCH  codes  is  their  robustness  against  errors.  These
codes  can  correct  a  certain  number  of  errors  based  on  their  designed  parameters
and  are  therefore  able  to  tolerate  a  certain  level  of  noise  or  interference  during
the  transmission  or  storage  of  data.  This  makes  them  particularly  useful  for 
applications  where  the  transmission  or  storage  of  data  may  be  subject  to  noise  or 
interference.

  In  summary,  BCH  codes  are  a  type  of  error-correcting  code  that  are  used  to  detect
and  correct  errors  in  digital  data.  They  are  based  on  algebraic  concepts  and  use  a 
generating  polynomial  to  generate  check  bits  that  are  appended  to  the  data  being 
transmitted  or  stored.  The  receiver  or  reader  uses  the  generating  polynomial  to  detect
and  correct  errors  in  the  received  or  retrieved  data.  BCH  codes  have  a  high  error 
correction  capability  and  low  overhead,  making  them  efficient  for  use  in  communica-
tion  systems  and  storage  devices.

  The  BCH  code  takes  a  block  of  size  k  and  encodes  it  on  a  code  word  of  length  n.
The  code  has  a  correction  capacity  of  t,  meaning  in  each  code  word,  we  can  correct  at
most  t  errors.  The  parameters  n,  k,  and  t  are  defined  by  Eq.  (1).

  For  any  positive  integers  m  ≥  3  and  t  <  2m  �  1,  there  exists  a  binary  BCH  code  with
the  following  parameters:
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code word length n ¼ 2m � 1

number of partiy check bits n� k≤m� t
minimum distance dmin ≥ 2tþ 1

(1)

with the minimum distance being the minimum number of positions in which any
two distinct code words differ.

The encryption key of length L is divided in N blocks of k bits. Each block is
encoded into a new block of n bits using the BCH error correcting code. The total
length of the encoded key is N � nð Þ. The scheme can correct up to T ¼ N � tð Þ errors,
where t is the correction capacity of the code.

3.2 Face binary template extraction

Crypto-biometric schemes such as fuzzy commitment require binary sources [18].
In Ref. [16], we use a data-driven template binarization method using deep neural
networks (DNNs), which does not degrade the performance of the baseline system.
Furthermore, we seek to obtain long binary representations with high entropy to be
used in crypto-biometric key regeneration schemes. The binarization method is
detailed in Ref. [16]. Using a pre-trained convolutional neural network (CNN) and
training the model on a cleaned version [19] of the MS-celeb-1 M database, we obtain
binary representations of length 4096 bits and 3300 bits of entropy. The extracted
representations have high entropy and are long enough to be used in crypto-biometric
systems such as fuzzy commitment. Furthermore, the proposed approach is data-
driven and constitutes a locality-preserving hashing that can be leveraged for data
clustering and similarity searches. Further details about the implementation are pro-
vided in Ref. [16].

3.3 Bit selection process

According to the length of the encryption key, the block size used, and the code
word size of the ECC, the output encoded key E Kð Þ will have varying sizes. For
example, if the length of the encryption key K is 512 bits, we divide it into 16 blocks of
32 bits. Each block is encoded on a code word of 63 bits. The encoded encryption key
will have 16 words, resulting in a total length of 1008 bits. If the length of the
encryption key is 516 bits (a 512-bit key padded with 4 zeros), the key can be divided
into 86 blocks of 6 bits. Each block will be encoded on a 31-bit code word. The final
output will have a length of 2635 bits.

However, the binary embedding extractor provides binary representations of a
fixed length of 4096 bits. As the histogram in Figure 3 shows, not all the bits of the
binary representation have high entropy. As such, we proceed to select the bits with
the most entropy of the binary representations. Furthermore, we need to preserve the
recognition performance of the binary representations when selecting the bits.

The bit selection is made by first reordering the bits of the binary representation
following the inter-class variance, intra-class variance, or both. Then, we take the first
N bits needed in the fuzzy commitment scheme. The computation of the inter-class
variance and intra-class variance is done on a cohort database that has no overlap with
the validation database.

We selected the FRGC database [20] as the cohort database because of two
reasons. First, it was not acquired in the wild like LFW [21] or MS-celeb-1 m [22].
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As such, there is a low risk of mislabeling or overlap with other databases. Secondly, it
provides images of high quality in controlled conditions, which are useful for com-
puting inter-class variance without introducing ambiguities due to the acquisition
conditions. Figure 4 shows examples of the images used to compute the inter-class
variance. The images are frontal facing with good lighting and a uniform background.
We also computed the intra-class variance using the FRGC dataset, but using the
uncontrolled partition, as shown in Figure 5.

Figure 6 shows the process of reordering the bits using the inter-class variance
computed using FRGC. We take a binary representation of a controlled sample from
each subject in the database. Then, we compute the variance for each component
(column) (considering that the bit distribution is a Bernoulli distribution and the
bit probability is computed empirically). We then reorder variances using
descending order. Following this process, we store the indices following the new order
for future use.

In the key regeneration system, each time the binary representation is extracted,
we use the stored indices to select the suitable number of bits for the parameters of the
system. Using these indices, we can select the N bits needed for the scheme. The

Figure 3.
Entropy per bit of the 4096-bit binary representations.

Figure 4.
Example of the images used to compute the inter-class variance. The images are taken from the controlled partition
of the FRGC database [20].
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Figure 6.
Bit reordering of the binary representations created by the DNN according to the inter-class variance.

Figure 7.
Bit reordering of the binary representations created by the DNN according to the intra-class variance.

Figure 5.
Example of the images used to compute the intra-class variance. The images are taken from the uncontrolled
partition of the FRGC database [20].
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Figure 8.
Bit reordering of the binary representations created by the DNN using the inter-class variance and intra-class
variance.
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selected  bits  will  be  the  bits  with  the  highest  entropy  from  the  binary  face  represen-
tations.  This  is  under  the  assumption  that  there  is  no  session  noise  when  the  data  was
acquired.  That  is  why  we  only  computed  the  inter-class  variance  using  only  samples 
from  the  controlled  partition.

  As  for  the  computation  of  the  intra-class  variance,  we  used  the  uncontrolled 
partition  of  the  FRGC  database.  In  this  case,  we  take  all  the  samples  pertaining  to  each
user.  Then,  we  compute  the  variance  for  each  user  independently  using  all  the  sam-
ples.  As  a  result,  we  obtain  a  variance  vector  for  each  user,  as  illustrated  in  Figure  7.
The  variance  vectors  are  then  averaged  to  provide  the  mean  variance  vector.  In  this 
mean  variance  vector,  the  bits  with  the  highest  variance  are  the  bits  that  represent  the
session  noise  contained  in  the  input  samples.  In  this  case,  the  variance  vector  is 
ordered  using  an  ascending  order.  And  same  as  the  case  of  the  inter  variance,  we  store
the  indices  of  the  new  order.

  As  the  goal  of  this  type  of  bit  selection  is  to  remove  the  noisy  bits,  the  need  for 
using  the  FRGC  database  is  further  emphasized  as  we  are  confident  that  the  data  does
not  contain  mislabeling.

  Selecting  the  bits  using  the  inter-class  variance  improves  the  security  of  the  system
at  the  cost  of  the  convenience  of  the  user.  By  taking  the  bits  with  the  highest  inter-
class  variance,  we  reduce  the  false  acceptance  rate,  which  increases  the  false  rejection
rate  of  the  system.  On  the  other  hand,  if  we  focus  only  on  the  bits  with  the  lowest 
average  intra-class  variance,  the  user  will  have  an  easier  time  regenerating  his/her  key,
but  this  will  increase  the  risk  of  false  acceptance.  As  such,  we  tried  to  combine  both 
approaches  by  selecting  the  bits  using  both  intra-class  and  inter-class  variance.

  Figure  8  illustrates  the  process  of  the  bit  selection  process.  We  subtract  the  intra-
class  mean  variance  from  the  inter-class  variance  vector.  If  the  bit  has  high  inter-class
variance  and  low  intra-class  variance,  in  the  resulting  vector,  it  will  obtain  a  high 
weight.  If  the  bit  has  low  inter-class  variance  and  high  intra-class  variance,  it  will  get  a
low  weight  in  the  new  vector.  Finally,  this  new  vector  is  ordered  in  descending  order,
and  we  take  the  first  N  bits  needed  in  the  fuzzy  commitment  scheme.

  To  validate  the  selection  process,  we  used  the  accuracy  on  the  LFW  database  as  the
benchmark.  The  tests  carried  out  on  the  LFW  database  are  divided  into  3000  client-
client  tests  and  3000  client-imposter  tests.  As  such,  the  accuracy  metric  can  give  a
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sensible measure of the usability of the system. If the system has high accuracy, then it
achieves both a low false acceptance rate and a false rejection rate.

Figure 9 shows the performance of the inter-class, intra-class, and inter-class +
intra-class bit selection strategies. The figure shows the accuracy on LFW as a function
of the length of the binary representation. All the curves are drawn using the same
initial binary representation; we only changed the selection strategy. As the lowest
length of the encoded message (encryption key) is above 1000 bits, the curves start at
length 1000 bits, and each data point is computed using an increment of 10 bits.

The average size of the encoded keys in our experiments is between 2000 and
3000 bits. Thus, we chose the bit selection based on the third strategy, which is to use
both the inter-class and intra-class variance to select the bits as this strategy has the
best performance in this range as shown in Figure 9.

3.4 Biometric template protection scheme: shuffling

To protect template data, we adopt the shuffling scheme introduced by Kanade
et al. in Ref. [24]. This scheme employs a binary shuffling key, which due to its length,
is either securely stored on a dedicated token or derived through a password-based
mechanism. The binary embedding, representing the template, is partitioned into
blocks. This partition yields two distinctive segments: the first comprises blocks
aligned with positions where the shuffling key exhibits a bit value of “1”, while the
second encompasses all remaining blocks. These two segments are subsequently
concatenated, constituting the shuffled binary embedding. It is noteworthy that the
original and shuffled templates exhibit a one-to-one correspondence; however, each
block from the original vector has a different position within the shuffled embedding.

Figure 9.
Impact of the bit selection strategy on the accuracy of the binary representations on LFW [23]. The accuracy is
represented as a function of the length of the representation.
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As  a  result,  when  identical  shuffling  keys  are  employed  to  shuffle  two  binary  embed-
dings,  the  absolute  block  positions  are  altered  consistently  across  both  representa-
tions,  leaving  the  Hamming  distance  unaffected.  On  the  other  hand,  using  distinct 
shuffling  keys  results  in  a  randomized  transformation  of  the  initial  binary  representa-
tions,  leading  to  an  increased  Hamming  distance.

  In  the  context  of  our  application,  namely,  crypto-biometric  key  regeneration,  we 
have  opted  for  a  block  size  of  “1”,  rather  than  “7”  employed  in  [24].  This  choice 
provides  two  primary  advantages.  First,  it  generates  a  longer  shuffling  key,  rendering
it  more  resistant  to  brute-force  attacks.  Second,  it  expands  the  permutation  space,
providing  a  higher  number  of  potential  templates.

  The  shuffled  binary  embedding  is  the  outcome  of  combining  the  biometric  binary 
embedding  with  the  shuffling  key.  Therefore,  in  the  event  of  a  security  compromise,  it
can  be  revoked,  and  a  new  enrolment  can  be  generated  with  the  same  biometrics  using
a  different  shuffling  key.  The  management  of  shuffling  keys  involves  two  viable 
approaches:  the  generation  and  storage  of  keys  within  a  secure  element  or  their 
derivation  from  a  password  using  mechanisms  such  as  a  password-based  key  deriva-
tion  function  (PBKDF).  PBKDF,  in  essence,  represents  a  mechanism  for  transforming
a  password  into  a  symmetric  key  suitable  for  cryptographic  operations,  such  as  the 
advanced  encryption  standard  (AES).

4. Results  of  the  proposed  key  regeneration  scheme  on  the  MOBIO 
database

  The  proposed  key  regeneration  scheme  illustrated  in  Figures  1  and  2  can  be 
summarized  as  follows:

• Enrolment  phase

1.  Input:  The  user  presents  a  good-quality  image  of  their  face  I  and  second
  factor  S.

2.  The  system  generates  an  encryption  key  K.

3.  The  system  computes  EðKÞ  ¼  ENCODEBCHðKÞ  and
  HðKÞ  ¼  secure_hash_functionðKÞ.

4.The  system  extracts  a  binary  representation  from  the  facial  image  [16].

5.  The  binary  representation  length  is  reduced  to  the  desired  length  using  the
  inter-intra  variance  bit  selection  process  to  obtain  the  binary  embedding  B.

6.  The  binary  embedding  B  is  shuffled  using  the  secret  factor  S  to  produce  the
  shuffled  binary  embedding  SB.

7.  The  system  computes  the  protected  encryption  key  PK  ¼  EðKÞ⊕SB.

8.  Storage:  PK  and  HðKÞ  are  stored  in  the  system  database,  and  all  other  data  is
  discarded.
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• Verification phase (regeneration)

1.Input: The user provides a new image of their face I0 and the shuffling key S.

2.The system extracts a binary representation from the facial image.

3.The binary representation length is reduced to the desired length using the
inter-intra variance bit selection process to obtain the binary embedding B0.

4.The binary embedding B0 is shuffled using the secret factor S to produce the
shuffled binary embedding SB0.

5.The system computes the encoded encryption key E K0ð Þ ¼ PK⊕SB0.

6.The system decodes the encoded key to obtain K0 ¼ DECODEBCH E K0ð Þð Þ.

7.The system computes H K0ð Þ ¼ secure_hash_function K0ð Þ:

8.Output: The system checks if H K0ð Þ is equal to the stored H Kð Þ; if they are
equal, then the key is successfully regenerated, if not, then repeat from step
(1).

In this section, we report the performance of the key regeneration scheme on the
MOBIO database. We chose the MOBIO database because it presents a real use-case
where the user tries to log in to a system. Furthermore, the MOBIO database does not
contain any overlap with the databases used for training the DNN (MS-celeb-1 M) and
for the bit selection process (FRGC and LFW). The experimental protocol of the
MOBIO databases was originally developed for identity verification [25], not for key
regeneration. For key regeneration, the system output is a binary decision, either suc-
cess in the key regeneration or fail. As for identity verification, the process is based on a
comparison against a threshold allowing for the computation of metrics such as accu-
racy, EER, and DET curves. As such, we introduced some changes to the protocol. We

Key length Encoded key length BCH code FRR (%) FAR (%)

528 3084 (127,22,23) 0.8 0

516 2666 (31,6,7) 0.7 0

512 1008 (63,32,11) 0.3 0

510 3213 (63,10,13) 0.3 0

430 2047 (2047,430, 214) 1.6 0

430 4095 (4095, 495, 430) 1.3 0

420 3556 (127,15,27) 0.3 0

The FAR and FRR are computed on the MOBIO database using 9 M client-client tests and 10 M client-imposter tests.

Table 1.
Performance of the key regeneration scheme. BCH codes are presented in (n, k, t) format where n is the length of
the encoded block, k is the length of the message block, and t is the number of bits that can be corrected in the
encoded block.
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1

Crypto-biometric systems using other biometric modalities (iris, fingerprint, or fusion) provide longer

regenerated keys [9]. To our knowledge, our system provides the longest regenerated keys when focusing

on fuzzy commitment and face biometrics.

Figure 10.
Normalized hamming distance distribution for genuine and impostor comparisons on the MOBIO Eval male
partition. The template used in the comparisons are binary templates of length 3000 bits created using the bit
selection process described in the previous section 3.3.
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combined  the  male  and  female  partitions  of  the  MOBIO  database  to  obtain  more 
samples.  Each  subject  has  at  least  120  videos.  We  selected  3  frames  from  each  video 
(start,  middle,  and  end).  Frames,  where  the  faces  are  not  detected,  or  partial  faces  were
discarded.  After  the  pruning,  we  get  a  total  of  53  k  biometric  samples  from  152  users.

  Table  1  reports  the  regeneration  performance  of  the  fuzzy  commitment  scheme.
We  report  the  FAR  and  the  FRR  on  the  MOBIO  database.  We  carried  out  9  M  client-
client  tests  and  10  M  client-imposter  tests.  For  the  client-client  tests,  all  the  biometric
samples  are  cross-matched.  As  for  the  client-imposter  tests,  21  samples  are  randomly 
selected  from  each  user  and  are  then  cross-matched.  The  goal  of  the  experiments  was
to  regenerate  keys  with  more  than  400  bits  to  be  resistant  to  quantum  computing.  As
such,  we  focused  on  encryption  keys  with  a  length  between  400  and  512.

  In  all  experiments,  the  FAR  is  0%  as  the  number  of  erroneous  bits  is  bigger  than 
the  code  correction  capacity.  As  shown  in  Figure  10,  the  minimum  imposter  distance
is  0.196  for  representations  with  3000  bits.  This  means  we  need  to  correct  588  bits  for
the  imposter  to  be  accepted  as  the  correct  user.  However,  from  Table  1,  we  see  that 
we  can  correct  at  most  552  bits.

  In  Table  2,  we  compare  the  performance  of  our  key  regeneration  system  to  other 
systems  using  fuzzy  commitment  and  face  biometrics.  As  shown  in  the  table,  our 
system  provides  longer  keys1  with  low  FAR  and  FRR.  Comparing  our  system  to  Anees
et  al.  [8],  we  obtain  better  recognition  performance.  On  the  other  hand,  Chang  et  al.
[10]  and  Mai  et  al.  [11]  were  not  optimized  for  the  task  of  key  regeneration  using  face
biometrics.  Chang  et  al.’s  system  focused  on  the  fusion  of  multiple  biometric  modali-
ties,  and  as  such,  they  did  not  optimize  their  face  binary  representations.  In  Ref.  [11],
Mai  et  al.’s  goal  was  to  use  key  regeneration  for  user  verification;  as  a  result,  they 
optimized  their  system  for  better  biometric  recognition  performance  not  length.
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In conclusion, our face-based crypto-biometric system provides longer keys compared
to the state of the art.

Studying the biometric performance of the system alone is not enough, especially
when we are working with encryption keys. As such, in the following section, we
present the security analysis of the system under different attack scenarios.

5. Security analysis

Due to the sensitivity of the application as it is intended to be used in crypto-
graphic systems, we need to check the security of the scheme.

Multiple security concerns were raised around the use of fuzzy commitment in
crypto-biometric systems, due to the risk of information leakage and correlation attacks
[14, 15]. Furthermore, in Ref. [15], the authors raised the question about the
unlinkability, irreversibility, and revocability of fuzzy commitment schemes. The fuzzy
commitment scheme that we propose does not suffer from these problems, as we use a
second factor for the protection of the biometric template. We have shown in Ref. [16]
that the shuffling scheme is fully unlinkable and irreversible, provided that the user
secret second factor is not compromised. The revocability is also provided by the means
of the shuffling key; we can re-enroll the user using a different shuffling key when the
enrollment is compromised.

In this section, we evaluate the security of the proposed key regeneration system
based on fuzzy commitment against different attack scenarios:

• Stolen second factor (shuffling key or password),

• Stolen biometrics,

• Compromised storage (protected encryption keys PK and hashes H Kð Þ),

• Brute-force attacks.

The security analysis was carried out on the MOBIO database using the same
protected templates generated in the previous section.

5.1 Stolen second factor

In this scenario, we study the impact of the theft of the second factor on the
security of the system. The attacker will use the second factor, in this case, the
shuffling key, to regenerate the crypto-biometric key. We assume that the attacker

System Database FAR (%) FRR (%) Key Length

Anees et al. [8] ORL [26] 0.06 10.02 256

Chang et al. [10] XM2VTSDB [27] 1 25 256

Mai et al. [11] FRGC [20] 0.1 0.19 56

Ours MOBIO 0 0.8 528

Table 2.
Comparisons with key regeneration schemes based on fuzzy commitment using face biometrics.
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also has access to the hash of the encryption key and the protected encryption key of
the target user, but does not have access to the target biometric data.

As such, the attacker tries using a facial dataset to access the system. We simulated
this type of attack using the MOBIO database and comparing each user against the rest
of the database. We report in Table 3 the FAR obtained using the different system
configurations.

In fact, as in our protocol, we removed the enrolment faces with low quality, and
as the minimum client-imposter distance is 0.19, which is higher than the error
correction capacity of the used ECCs, the FAR is 0% in all the experiments.

5.2 Stolen biometrics

In this scenario, we study the impact of the theft of biometric data of the user on
the security of the system. The biometric data, in this case, is the face of the user. As
biometric data is easily accessible, especially using social networks. This type of attack
is also known as spoofing, where the attacker introduces previously captured data of
the user to access the system. The best mitigation is to implement an anti-spoofing
measure such as liveness detection to assure that the user is present in front of the
sensor and that it is not a picture or a video. In our system, the use of the second factor
helps to mitigate the spoofing attack.

We simulate this scenario by using the MOBIO protocol and using wrong shuffling
keys for the client-client tests of the protocol. In all the experiments, the attacker is
rejected with 100% accuracy.

5.3 Compromised storage (PK and H Kð Þ)

In this scenario, the attacker has access to the system and to the storage of the
application, where he/she recovers the protected encryption keys PK and the encryp-
tion key hashes H Kð Þ (signature).

This allows for two types of attacks. The first type of attack is to try to generate an
encryption key with the same length. In this case, the complexity of the attack and the
possibility of recovering the original encryption key K depend entirely on the security
of the hash function used to generate the signature.

FARBCH codeEncryption key length

0(127,22,23)528

0(31,6,7)516

0(63,32,11)512

0(63,10,13)510

0(2047,430, 214)430

0(4095, 495, 430)430

0(127,15,27)420

BCH codes are presented in (n, k, t) format where n is the length of the encoded block, k is the length of the message block,
and t is the number of bits that can be corrected in the encoded block.

Table 3.
FAR on the MOBIO database in the scenario of stolen second factor.
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The second type of attack is to try to use protected encryption keys to recover the
original encryption key. In this case, the attacker tries to XOR the protected encryp-
tion key with binary strings generated using the metadata of the system. We suppose
that attackers know the statistical distribution of the binary face representations and
how the shuffling keys are generated. The shuffling keys can be either randomly
generated or stored on a special medium for the user to use (a smart card) or derived
using a PBKDF from a password provided by the user. Using this information, the
attacker can reduce the complexity of his attack by knowing the average number of
activated bits in the shuffled binary embeddings SB used to protect the encoded
encryption keys E Kð Þ. In this attack, the goal of the adversary is mainly to generate a
“pseudo” shuffled binary embedding to reverse the XOR operation applied to the
encoded encryption key E Kð Þ. The complexity of the attack is equivalent to the
diversity of the cancellable system computed using the parameters of the fuzzy com-
mitment scheme. The maximum number of shuffled binary embeddings SB is given
using the number of possible permutations. Moreover, because the decision-making is
based on a threshold comparison, we should not account for templates falling in the
same neighborhood. We estimate the maximum number of templates using the
hamming-packing bound.

Number Of SB ¼ number of  permutation
volume of Hamming spheres

¼ L!

L0!L1!
Pt

k¼0

L

k

 ! (2)

where:
L: the length of the encoded encryption key/shuffled binary representations.
L0: the average number of zeros in the shuffled binary representations.
L1: the average number of ones in the shuffled binary representations.
t: the maximum of number of bits that can be corrected using the ECC used in the

fuzzy commitment scheme, where 2tþ 1 is the minimum distance of the ECC.

For example, in the case where we use encryption keys of length 528 bits with a
BCH(127,22,23) code with a correction capacity of 23 bits in a block of 127 bits of
the encoded message, the encryption key is divided into 24 blocks of 22 bits. Each
block is encoded onto a 127-bit block. Thus, the maximum number of bits that can be
corrected is 23� 24. However, this does not mean that we can correct 552 random
errors in the encoded message. We can correct only 23 random bits in each 127-bit
block of the encoded message. As such, the number of possible SB in this case is
higher than the lower bound provided by Eq. (2). We obtain more than 2992 possible
SB for this configuration, as shown in Eq. (3).

Number Of SB ¼ 3084!

1542!1542!
P23�24

k¼0
3084

k

� �≈2992 (3)

We show in Table 4 the minimum number of possible SB for each configuration of
the system. We study the number of SB as it is equivalent to the entropy of the
shuffled binary representations used to protect the encryption keys. For the case of
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BCH (63,32,11), the complexity of the brute-force attack is reduced from 512 to 333,
which is still not brute-forceable with current technology but lower than the security
requirement that we established in Section 1. As for the rest of the configurations
presented in Table 4, except for BCH (63,32,11), it is computationally infeasible to
attack the system using the information recovered from the protected encryption key.
It is easier to try to brute-force the encryption key directly using its signature.

5.4 Brute-force attacks

In this section, we study the brute-force attacks that can be done on the system.
The attacker can try to either directly brute-force the encryption key K or brute-force
the system by presenting random faces and random second factors to recover K.

The first attack is computationally infeasible for all the system configurations
presented in Table 1. The encryption key lengths are longer than 400 bits,
which are not brute-forceable even using quantum algorithms such as the Grover
algorithm [28].

As for brute-forcing the system using its inputs (face and shuffling key), this
attack is more complex than brute-forcing the encryption key as the shuffling key is
longer than the original encryption key K. Furthermore, if we consider the best case
for the attacker when they have biometric samples of the target, the attack reverts to
the stolen biometric scenario, which is not brute-forceable.

6. Conclusion and perspectives

The challenge of this work is to obtain high entropy keys to guarantee a high level
of security. In fact, for traditional cryptographic keys, one can control the entropy
during their creation. On the other hand, with crypto-biometric keys, the entropy
contained in the biometric reference limits the entropy of the key.

In this chapter, we propose a key regeneration scheme based on fuzzy commit-
ment, deep binary embeddings, and a bit selection process based on cohort inter-intra
variance. The regenerated keys are post-quantum, guarantee non-repudiation, and are
revocable and convenient to use.

Number ofBCH codeEncryption key length SB ( log 2)

992(127,22,23)528

610(31,6,7)516

333(63,32,11)512

852(63,10,13)510

1056(2047,430, 214)430

1916(4095, 495, 430)430

901(127,15,27)420

The number of SB is provided in log 2 format. BCH codes are presented in (n, k, t) format where n is the length of the
encoded block, k is the length of the message block, and t is the number of bits that can be corrected in the encoded block.

Table 4.
Number of possible SB for each system configuration.
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As we focus on symmetric key regeneration, the keys need to have double the
entropy of the keys used currently to present the same degree of security [2]. Crypto-
biometric keys are limited by the usable information contained in the biometric
sample that they are generated from. This is the reason we use deep learning to create
binary representations that are longer and more discriminative. State-of-the-art key
regeneration systems that use face biometrics suffer from high FRR and low entropy
compared to other biometric modalities [7]. In our case, we succeeded in regenerating
symmetric encryption keys longer than 400 bits with low FAR and low FRR using face
biometrics. For example, for crypto-biometric keys with 512 bits, we get 0% FAR and
0.3% FRR using BCH (63,32,11) code.

As for the revocability of the keys, biometrics are unique for each user. They
cannot be changed without special circumstances (plastics surgery, diseases, and so
on). As such, if the regeneration scheme is not revocable, the user will be restricted to
a single key across multiple applications. In addition, in the case the key is
compromised, the user will not be able to create a new one. Thus, to ensure that the
regeneration scheme is revocable, we used the shuffling scheme proposed by [24].

The non-repudiation requirement is satisfied by the intrinsic properties of biomet-
ric samples (under the assumption that an anti-spoofing system is used). However, we
must ensure that the scheme used in the key regeneration has a low false acceptance
rate (FAR). In our case, we obtain 0% FAR for all configurations of the system on the
MOBIO database.

Moreover, the proposed key regeneration scheme allows for user convenience,
meaning, at the required security level, the user is not rejected multiple times before
having access to the system. The convenience of the system is shown through the FRR
metric (less than 1% FRR).

Furthermore, our system does not suffer from the security concerns presented in
Ref. [15] about the unlinkability, irreversibility, and revocability of fuzzy commit-
ment schemes, as we use a second factor for the protection of the biometric template.
We have shown in Ref. [16] that the shuffling scheme is fully unlinkable and irre-
versible, provided that the user’s secret second factor is not compromised. The
revocability is also provided by means of the shuffling key. We can re-enroll the user
using a different shuffling key.

Finally, the system can be further improved by using newer face recognition
systems with higher accuracy as the basis for the binarization auto-encoder. This
should allow for more stable and longer representations and as such longer crypto-
biometric keys.

Abbreviations

FRR false rejection rate
FAR false acceptance rate
PBKDF password-based key derivation function
ECC error-correcting code
DBR direct binary representation
BRGC binary reflected gray code
LSSC linearly separable sub-code
BCH Bose, Chaudhuri, and Hocquenghem
DNN deep neural network
CNN convolutional neural network
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Chapter 7

Advanced Lightweight Encryption 
Key Management Algorithms for 
IoT Networks
Menachem Domb

Abstract

An Internet of Things (IoT) Network is a collection of sensors interconnected 
through a network that process and exchange data. IoT networks need sufficient 
resources to cope with the growing security challenges. In most cases, cryptography is 
implemented by symmetric and asymmetric encryption methods to cope with these 
security issues. Symmetric cryptography requires transmitting an encryption key 
to the receiver to decrypt the received encrypted messages. Consequently, secured 
key distribution techniques are the core for providing security and establishing a 
secured connection among objects. Encryption keys are frequently changed through 
key distribution mechanisms. Encrypted key exchange is a protocol that allows two 
parties who share the same key to communicate over an insecure network. This 
chapter outlines the challenges and core requirements for a robust key distribution 
mechanism, beginning with evaluating existing solutions and then detailing three 
innovative, efficient, and lightweight methods that balance the security level, net-
work performance, and low processing overhead impact.

Keywords: key management/distribution, symmetric/asymmetric encryption, IoT 
networks, lightweight RSA, probability-based keys sharing

1. Introduction

IoT devices collect and distribute massive transactions and data in real time non-stop,
which requires some means to secure this data, such as data encryption.

Figure 1 depicts the IoT’s pivotal role in the complete picture of computing and 
communications. IoT networks comprise a wide range of interconnected devices that 
collect and analyze environmental data and act using actuators. IoT networks are 
utilized in various sectors, including smart energy grids, industrial control systems, 
healthcare, transportation, home appliances, and wearables [1]. The evolving IoT 
array adds numerous devices to the Internet with poor security resistance, risking the 
entire community of Internet users.

Symmetric Encryption methods are the best-balanced solution for such an enor-
mous load, as they are reliable and have a minimal performance impact. However, 
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advanced processing capabilities reveal encryption keys instantly, forcing frequent 
key generation and spreading to have a unique encryption key per conversation, 
including generating, storing, distributing, and backing up the keys. IoT devices 
suffer from inherent weaknesses due to limited computing and communication 
resources, which prevent using standard key management systems designed for 
common networks. Dynamic key management schemes have already been proposed 
assuming homogeneous network architecture, while IoT networks are heterogeneous 
with no established standards. In this section, we suggest an ongoing key manage-
ment process based on a probability analysis providing a key shared between any pair 
of IoT devices. The key size, randomness, sequence, and the number of alternate keys 
prevent attacks.

A comprehensive survey by Oraib et al. [2] outlines the most known key distribu-
tion methods suitable for IoT. They propose criteria to evaluate any key distribu-
tion schemes, which will be used later to compare various techniques in terms of 
performance and efficiency. The implementation should be scalable, resilient, and 
connective, while the efficiency concerns the node’s communication, computing, 
and memory storage complexity. Some authors classified the key distribution based 
on the current proposals into trusted-server schemes and self-enforcing schemes. 
Hamid et al. [3] present four key distribution schemes, probabilistic, deterministic, 
hybrid, and group-based. Others classified the symmetric key distribution schemes in 
IoT into probabilistic, deterministic, and other categories. We propose to classify the 
secured key distribution into three classes, i.e., lightweight, robust encryption such as 
RSA, secure distribution by additional means such as internal CA, and key distribu-
tion means.

The chapter is organized as follows. Section 2 details the research related to 
secured key distribution and management. In sections 3, 4, and 5, we elaborate on the 
original and unique key distribution methods tailored to cope with sensor constraints, 
and in Section 6, we provide our conclusions.

Figure 1. 
IoT’s role in the complete picture of computing and communications.
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2. Literature review

  Naoui et al. [4] studied WSN key distribution protocols, mentioning centralized 
and decentralized methods, and concluded that a few proposals are comprehensive
for different IoT applications. N-tier modeling of robust key management and cost-
effective security paradigm with a 2-tier model to safeguard cloud data with effective 
authentication are addressed in [5, 6]. As the introduction explains, many solutions to
the key distribution problem are classified into three categories. Below we provide a 
literature review for each of the methods.

2.1 Key distribution using lightweight encryption methods

  A well-known key distribution method encrypts the distributed key using 
Asymmetric cryptography, such as RSA. However, Asymmetric encryption requires 
computation resources beyond a typical IoT device’s resources. Therefore, a light-
weight, fast, low computational cost algorithm is needed. Fadhil and Younis [7] discuss
Elliptic Curve Diffie-Hellman (ECDH) key agreement algorithms for IoT. Goyal and 
Sahula [8] proposed a lightweight encryption algorithm for IoT devices using ECDH 
and AES encryption. Usman et al. [9] proposed an adaptive symmetric encryption 
algorithm (SIT) that merges Feistel and SPN with a 64-bit cipher. Nandini and Vanitha 
[10] analyzed several lightweight cryptography algorithms, such as HISEC, PRINCE,
OLBCA, PRESENT, PRINT, TWINE, and KLEIN, and concluded that adding more
S-boxes increases security. Some researchers implemented authentication by adding a 
new device as the authenticator. Ummer Iqbal et al. [11] proposed a lightweight ECC-
based key exchange mechanism for fog federation. Their analysis indicates that it is safe
from various attacks, with an overhead of 210.66  mJ and a communication overhead of 
2144 bits, while conforming to the desired security specifications.
  @@Eldefrawy et al. [12] presented a lightweight key distribution protocol for 
Industrial IoT that requires a single message exchange, handles node addition and 
cancelation, and fast rekeying. The scheme provides forward/backward privacy and 
avoids node capture and server takeoff attacks. Lian et al. [13] suited the traditional 
password-authenticated key exchange (PAKE) method to the IoT, with limited 
computing capability allowing two parties with a shared password to establish a ses-
sion key. Their proposed protocol requires only three exponentiations per party while 
ensuring that the transmitted record and password file will not reveal the identity 
information. The Diameter protocol scheme provides a secure key agreement protocol
that uses the ECDSA and the ECDH key agreement algorithm with less computational
efforts suitable for IoT.

2.2 Key distribution assisted by external authentication means

  Salman et al. [14] required a device to become a Certificate Authority (CA) server.
Shivraj et al. [15] used cloud applications for constructing and distributing OTP.
Aman et al. [16] proposed adding a separate device as a central authorization server 
and used simulations, BAN logic, and the Random Oracle model to assess its security 
strength simulations were performed for security verification. A detailed comparison 
of the proposed scheme with LKSE was conducted. Guo et al. [17] proposed a new
AP-SGKD protocol using double chains and access polynomials. The new protocol
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is the AP-SGKD protocol that fulfills basic security properties with optimal storage 
requirements. Their simulation results showed that the new scheme could be applied 
to the Zigbee network since it performs well on security, storage, and communication. 
IoT nodes are connected to the Internet and communicate over a virtual network. No 
nodes with malicious intent are connected to the web to avoid cyberattacks. Moharana 
SR et al. [18] proposed a framework for the security over the virtual network for IoT 
nodes in a cloud system, including a lightweight cryptographic technique involving 
a key exchange protocol to establish secure end-to-end communication among the 
IoT nodes. This framework is a unique key exchange protocol between the CSP and 
the user group with the IoT nodes, which utilizes a balanced incomplete block design 
(BIBD) model.

Furthermore, it uses two communication channels, the Elliptic Curve Diffie 
Hellman (ECDH) protocol and the identity information for key exchange and sensor 
data communication. The ECDH generates the same shared secret key for the partici-
pants. Perfect Forward Secrecy (PFS) guarantees the safety of the hidden keys even if 
the private key is compromised. The secret key is derived using a hash function which 
is used later as the Key on Advanced Encryption Standard (AES) algorithm. The AES 
secures the sensor’s data transmitted over the network.

2.3 Other key distribution methods

Orieb Abu Alghanam et al. [2] propose H2KD, a hierarchical architecture, and 
protocol for key distribution in IoT/WSN, which supports mobility, scalability, 
heterogeneity, and constrained nodes’ limited capabilities. The performance was 
evaluated based on a quantitative measure of several metrics, memory storage, 
computation cost, scalability, the number of messages exchanged, and resilience 
required to establish a new session key for a mobile node. The results of their experi-
ments show that the protocols are safe against attacks and reduce communication, 
computation, and storage costs for constraint nodes. The key agreement scheme uses 
the elliptic curve algorithm, and the symmetric encryption scheme uses AES and 
RC4. A quadratic-based wireless sensor key management scheme builds a shared key 
with a binary t-order symmetric polynomial, introduces a multivariate asymmetric 
quadratic polynomial, and utilizes the relationship between the quadratic eigenvalues 
and eigenvectors. It improves the anti-capture property, connectivity, scalability, 
communication overhead, and storage overhead. It is based on the Diameter protocol 
and introduces a new Z-Wave application layer protocol to provide end-to-end secu-
rity. Othman et al. [19] propose a new AP-SGKD protocol using double chains and 
access polynomials. Their new protocol is the first AP-SGKD protocol that satisfies 
all basic security properties with an optimal storage requirement. In addition, they 
propose balancing the session key recovering time for less communication cost. Their 
simulation results show that their new scheme can be applied to the Zigbee network 
since it performs well on security, storage, and communication.

3. Probability-based keys sharing

This approach assumes a two-stage process. (i) Constructing a central pool of 
encryption keys and (ii) distributing sub-pools to the IoT devices. When two IoT 
devices want to establish communication, they identify a shared key, encrypt the 
message, and send it. These stages are executed within the IoT network devices. 
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Figure 2. 
Probability-based keys sharing stages.

The key-pool construction process is performed in a distributed and parallel mode.
One IoT device is designated the Master, which requests the other devices to gener-
ate keys sent back and piled by the Master into one pool. The Master then randomly 
distributes keys to each IoT device such that any two devices have at least one shared 
key.  Figure 2  depicts the overall process stages.
  We automated scalability and node mobility independent of this process in Python
using Raspberry Pi-3 devices as IoT devices network.  Figure 3  illustrates the result of 
the key-pool set scattered into subsets where each subset has at least one shared key 
with another subset. Subsets are designated by the letter R and its key references. For 
example, nodes R3 and R4 share two keys, 8 and 5, and R4 and R5 share one refer-
ence key, 7. If there is no overlapping between two subnets, their communication is 
blocked. The implementation proves the feasibility of our proposed security protocol 
for IoT networks. The proposed scheme is symmetric or asymmetric and has network 
scalability and node mobility independent of the cryptography method. Assuming
the keys are divided into subsets and distributed to all IoT network members. Each 
key has an assigned sequence number for security purposes, which will be used for 
inter-device communications. When a node is about to exchange messages with 
another node, it sends its list of key references. The receiving node intersects it with
its subset, selects one of the intersected keys, and replies with the reference number 
chosen. The sender encrypts its message using the referenced key and sends it.
  Eschenauer and Gligor [1] refer to a different setup, used a random graph, and 
employed probability-based key sharing. This setup does not contender with the 
unique IoT constraints. In [20], they used KMS and Asymmetric cryptography for IoT
networks. Ciancalepore et al. [21] propose a Key Management Protocol for mobile and
industrial IoT systems, with robust key negotiations, lightweight node authentica-
tion, fast rekeying, and efficient protection against replay attacks. It leverages ECC 
constructions, key exchange, and implicit certificates. Its advantage is that it allows 
suitable integration in a security protocol exchange such as 802.15.4. Roman et al. [22]
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propose key management mechanisms enabling two remote devices to negotiate spe-
cific security credentials while providing shared keys for sensors in the same network.

Wazid et al. [23] designed a new secure, lightweight three-factor remote user 
authentication scheme for IoT, using automated validation of Internet security 
protocols, offering offline sensing node registration and anonymity. Benslimane 
and BenAhmed [24] propose a lightweight key management protocol that allows the 
constrained node to transmit captured data to an internet host on a secure channel. 
Mahmood and Ghafoor [25] propose an Efficient Key Management (EKM) scheme 
for multiparty communication-based scenarios. The proposed session key manage-
ment protocol applies a symmetric polynomial for group members. The polynomial 
generation method uses security credentials and a secure hash function.

3.1 Experiment setup and results

In this section, we demonstrate the operation of the Probability-Based Keys 
Sharing protocol we developed, as described in Section 3, with the new approaches to 
dealing with the vulnerabilities of previous protocols. We performed a lab experiment 
with 3 Raspberry Pi 3 Model devices (#1: 10.0.0.26, #2: 10.0.0.10, #3: 10.0.0.5). We 
executed the following steps. Figure 4 outlines the six stages of generating the whole 
set of keys and dividing it into subsets with at least one overlapping key, as elaborated 
herein.

Figure 3. 
The key pool after its division into subsets and before distribution to the devices.
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Step 1: Preliminary step. The network manager generates a local certificate for 
each IoT device.

Step 2: Determine who the Primary device is. This operation is done by device #1, 
which looks for the Primary device on the network, sends a message in broadcast with 
its certificate to other devices, and declares itself as a master. The other instruments 
would ignore this message if the device were without a certificate.

Step 3: The Master defines the key-pool size. Device #1 calculates the required 
pool of keys and the number of keys each device will receive, ensuring an overlap of at 
least one key between any two devices on this network with a 90% probability. In our 
case (3 devices), a pool of 152 and 16 keys per device is required.

Step 4: The Master requests the manufacturing of distributed keys. Device #1 (the 
Master) sends a message in broadcast for all devices to generate keys.

Step 5: Generate distributed keys by each node. Each device generates keys as 
required. The keys are sent to the Master encrypted with the Master’s public key.

Step 6: Distribute the subset keys to each device.
Step 7: Finding a shared key. When a node wants to exchange encrypted messages 

with another node, it sends a statement with its reference keys. In the experiment, 
device #2 received a message from device #1 to find a shared key (148).

Step 8: Secure network, Node #2 wants to communicate with node #3 (neither 
is the Master), and the shared key between them is 42. Node #2 sends a message 
encrypted by AES using the shared key. Node #3 decrypts it with the same key.

Step 9: Detection of missing devices is employed to discover potential cyberat-
tacks on any network device. The Master (#1) sends each node a ping message every 
time interval. If there is no answer from a particular device, the current batch of keys 
is canceled and replaced accordingly.

We executed the experiment step by step, and it went well. We handled several 
intensive messaging sessions with various key generations and massive messaging.

Figure 4. 
Splitting and consolidating the modular multiplication into smaller modular multiplication.
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4. Key sharing using key distribution via a downsized RSA

The most common approach for a secured key distribution is using Asymmetric 
encryption such as RSA, which executes several modular multiplications for generat-
ing the encryption key and for the encryption and decryption stages. A typical IoT 
device has limited computing resources, which prevents it from executing RSA, com-
promising key distribution security. In recent related papers, the classic approach 
replaces RSA with ECC, a similar security level—Saxena and Kawamura [26, 27] 
proposed parallel processing. Xian-Fu [28] uses GPU achieving a 12% performance 
improvement. Stergioua [29] execute RSA in Cloud. Goyal [30] recommended 
ECDH/ECC algorithms. Duy An Ha [5] used ECQV and DTLS, combining authenti-
cation and transmission for IoT, and Fadhil and Younis [7] combined multicore CPUs 
and single-core GPUs.

We propose a downsized RSA implementation in that its results are equivalent to 
the regular RSA. In this implementation, we split modular multiplications of huge 
numbers into micro calculations that IOT devices can process. Figure 4 describes the 
splitting and consolidating process of a modular N multiplication of two huge num-
bers, P and Q. Each split component is transmitted to an IoT device to execute it and 
return the result to the Master device, which consolidates it to provide the required 
output, encryption key or encrypted/decrypted element.

The processing model comprises the RSA-Distributor and RSA-Observer 
sub-module.

Figure 5 outlines the RSA-Observer, which is waiting for the RSA-Distributor to 
send three operads to calculate its modular multiplication, and, when ready, send 
back its result.

Figure 6 depicts the Distributor’s detailed modular multiplication model, from 
splitting to micro multiplications and distributing it to the available IoT devices for 
execution. Once all IoT devices’ results are accepted, it integrates the detailed results 
to get the final result, which is then returned as the output of this process.

We conducted an experiment using four connected computers from various 
manufacturers to prove the model’s applicability and assess its effectiveness. The 
results well support our approach.

Figure 5. 
The RSA-observer.
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5. Key distribution using a reliable internal CA

The increased interconnectivity and interoperability of previously isolated 
systems have created new attack paths for hidden adversaries. Integrating IoT 
technologies has led to new attack opportunities for remote adversaries, mainly due 
to its poor resistance to cyberattacks. For example, the Parking lot attack occurs 
when the attacker joins the network and accesses hosts in the internal network. 
In our case, the first stage begins with determining the Master device to serve as 
the system controller. The Master is selected before executing the key distribution 
process. The selection of the Master node is exposed to three attacks: a parking lot 
attack, exposure of the keys dictionary, and a physical attack. A “parking lot attack” 
is where a malicious device declares itself as the Master and accordingly controls 
the keys dictionary and the distribution of keys to all devices. We present a comple-
mentary solution to this risk by employing existing methods and technologies to 
protect the distribution protocol against such attacks. We introduce an internal 
Certification Authority that issues certificates for each IoT device before joining the 
network. All keys are distributed by the Master to each device using the Unix OS 
“password” mechanism. If a device “disappears,” all encryption keys are immedi-
ately replaced.

Eschenauer and Gligor [1] present a selective distribution scheme and revocation 
of keys to sensor nodes using probabilistic key sharing among the nodes of a random 
graph. Alagheband and Aref [20] assess KMS for IoT. Sciancalepore [21] focused on 
avoiding replay attacks and light authentication using ECC.

Our proposal focuses on a local Certificate Authority, a local keywords Dictionary, 
and a Detector of Missing Devices.

Figure 6. 
The RSA-distributor.
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5.1 Local certificate authority method

For security purposes and to neutralize the Parking lot attack, each device holds 
a certificate on behalf of the local network manager. For this purpose, we use the 
“Python Own Certificate Authority (OwnCA)” [10], where OwnCA handles the 
certificates for hosts, servers, or clients. More CAs, such as Certauth 1.3.0, can be 
found at https://pypi.org/project/certauth. Benslimane and BenAhmed [24] describe 
the improved protocol:

1.	A preliminary step was added to the protocol, where the local network adminis-
trator provides a local certificate for each device connected to the network.

2.	All messages exchanged between devices include their certificate to prevent a 
malicious device from being added to the network.

5.2 Own keywords dictionary method

An IoT device in a local network may be attacked physically, leading to key 
discovery and network hackery. Therefore, the Primary device sends a mechanism 
to secure the keys to prevent such incidents. The system operates similarly to the 
agent that ensures the password and shadow files in the UNIX system. The keyword 
file contains the following data: Device name, Key index number – encrypted data 
(SHA256), Keys – Encrypted data (SHA256), Last key change time – visible data, and 
Key Expiration Time – Visible data.

5.3 Detecting missing devices

A daemon is activated in the Master device that checks all active devices to prevent 
a malicious opponent from “snatching” a device and extracting the information 
required to hack the network. The Master pings each device to reveal those who do 
not reply within seconds. After three unanswered tries, the Master eliminates these 
unanswered devices and changes the keys for all remaining devices in the network.

6. Conclusions

This chapter deals with security issues explicitly raised in IoT networks due to 
their limited resources and capacity. The conventional way to deal with security 
issues related to network inter-node messaging is to encrypt the data passing through 
the network using Symmetric encryption, which requires frequent key replacement 
and a distribution system. We presented various key distribution methods from the 
literature and described their operation principles. We elaborated on three advanced 
techniques our team designed, developed, and experimented them: (i) probability-
based Key Sharing exploiting the available IoT computing capabilities to generate keys 
transmitted to the Master and redistribute them to the nodes ensuring the existence 
of at least one shared key between any two nodes that may need to interconnect. (ii) 
Lightweight RSA key delivery utilizing free IoT capacity to execute low-scale modular 
multiplications required for RSA-secured key distribution. (iii) Internal CA key 
generation and local distribution. These three methods follow the concept of having 
the IoT network members internally handle the entire security measurements without 

121



Advanced Lightweight Encryption Key Management Algorithms for IoT Networks
ITexLi.112280

needing external servers. Methods (i) and (ii) use the excess computing capacity of 
the devices in the local network resulting in a win-win situation. Method (iii) requires
adding a dedicated machine as the internal CA. Although we presented various 
solutions to the security challenges in networks characterized by low capabilities, it 
also applies to any network. It may be a better solution in cases with similar attributes 
since security issues in IoT and other networks are still amidst cyber security interest 
and research. To conclude this chapter, we may say that security challenges are still 
ahead of us; we should first strive for solutions that exploit existing capacity without 
forcing the embedding of new technologies foreign to the existing setup.
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Chapter 6

Artificial Neural Network
Computational Techniques in
Biometric Handwriting
Jose Luis Vásquez-Vasquez and Carlos M. Travieso-González

Abstract

This study presents a novel methodology that combines the power of multilayer 
perceptron (MLP) neural networks with validated graphometry approaches for indi-
vidual identification based on handwriting. By integrating the computational capabili-
ties of MLPs with the graphometry characteristics utilized in graphology, this proposal 
aims to leverage the distinctiveness and stability of both approaches. Handwriting, as a 
widely accepted behavioral biometric characteristic, serves as a reflection of an individ-
ual’s personality, enabling effective identification. The MLP’s ability to learn complex 
relationships between inputs and outputs, coupled with the graphometry measures 
capturing intricate patterns within the data, contributes to developing highly accurate 
and efficient identification systems. This comprehensive approach fuses the strengths of 
MLP neural networks and graphometry techniques, providing a promising avenue for 
advancing the field of personal identification through handwriting analysis. By 
harnessing the intrinsic uniqueness of handwriting and its equivalence to other behav-
ioral traits, the methodology enables discerning a person’s psychological profile and 
overcomes variations over time. The implementation of identification systems based on 
these properties establishes robust and reliable solutions in personal identification.

Keywords: handwriting, graphometry, identification, computational techniques, 
behavioral biometric

1. Introduction

Handwriting, as a biometric-behavioral trait, operates on a deeply subconscious
level, offering substantial and reliable information for person recognition [1, 2]. While
the signature serves as a widely accepted means of legal authentication, other aspects
of a person’s handwriting can also be analyzed for identification purposes, such as in
forensic studies that determine or certify document authorship—a task typically
entrusted to handwriting experts.

The act of writing encompasses a complex phenomenon influenced by various
personal factors. Like how an individual can be recognized by their unique laughter,
gestures, or gait, their writing style is shaped by their personality and physiological
traits [3] endowing it with identification potential.
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In line with other pattern recognition domains, research on handwriting for bio-
metric identification revolves around three key aspects: feature extraction for effec-
tive representation of the phenomenon, utilization of encoding methods and models,
and selection of the most suitable classifier that aligns with the recognition task and
the properties of the developed model. Studies in this field explore diverse approaches
to feature extraction. Some focus on contour-based features [4] or employ bi-
quadratic interpolation to capture letter curvature information [5]. Others propose
feature extraction through wavelet transforms of handwriting images [6] or Hermite
coefficients derived from text lines [7].

In addition to feature extraction, research in this field encompasses the study of
different types of classifiers commonly used for handwriting-based identification.
Artificial Neural Networks (NN) [8, 9], K-Nearest Neighbors (KNN) [10], Support
Vector Machine (SVM) [11, 12], Hidden Markov Models (HMM) [13], and Gaussian
Mixture Models (GMM) [14, 15] are some examples commonly used in this field.
These classifiers play a crucial role in achieving accurate identification outcomes.

A strong line of research, on which much of this work is based, focuses on the
extraction and use of structural features in handwriting [16, 17]. Structural or
graphometry features are commonly employed in forensic document analysis by
handwriting experts and are also utilized in graphology to determine a person’s psy-
chological profile.

Handwriting characteristics can be classified into two main groups: those that are
quantitatively evaluated by measuring traces, and those that require a more qualita-
tive analysis by an expert. Quantitative features include the size of ascenders and
descenders, inclination angles, aspect ratios, proportionality index, and the size of the
calligraphic box. On the other hand, qualitative features relate to the richness of
gestures and particularities in strokes, such as the way certain letters begin or end in a
word, the roundness of letter forms, and the overall legibility of the writing. Evaluat-
ing these qualitative characteristics poses a challenge in automated processing and
remains an open research topic.

Research in this field has primarily focused on solving two problems: word or
handwritten text recognition (RATM) and writer recognition [18]. Significant
advancements have been made in achieving high success rates in both areas, reflecting
the progress of dedicated research efforts. The utilization of diverse classifiers and the
exploration of structural and graphometry features contribute to the development of
robust and effective handwriting identification systems.

These endeavors contribute to advancing the field of handwriting-based
biometric identification, enabling more accurate and sophisticated systems for person
recognition.

1.1 Motivation

The analysis of handwriting, whether conducted manually or automatically, pre-
sents a significant challenge due to the inherent variability observed among samples
from the same writer. This variability can stem from various factors, including the
specific conditions in which the act of writing occurs and the changes that naturally
occur over time. For instance, individuals using banking services often find them-
selves repeatedly asked to replicate their signature as it appears on their identity
documents. However, this self-imitation can become indistinguishable from forgery,
particularly in the case of older individuals whose handwriting changes become more
pronounced with age.

2
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  The  situation  arises  from  a  lack  of  attention  to  the  changes  in  handwriting  associ-
ated  with  the  aging  process.  Interestingly,  if  these  changes  were  considered,  they 
could  potentially  provide  more  reliable  means  of  identification  than  a  mere  copy  of  an
original  document.  Despite  the  numerous  challenges  involved  in  handwriting  analysis,
significant  progress  has  been  made  in  its  automatic  processing  in  recent  years  [19,  20].
However,  when  it  comes  to  automatic  writer  recognition,  the  writing  samples  com-
monly  used  in  research  are  often  obtained  within  short  time  periods.  As  a  result,  they
fail  to  accurately  capture  the  evolving  characteristics  of  handwriting  caused  by  the 
aging  process.  In  fact,  it  can  be  argued  that  existing  research  does  not  delve  deeply 
enough  into  this  issue,  leading  to  a  lack  of  comprehensive  analysis  regarding  this 
phenomenon.  Given  the  increasing  social  and  economic  engagement  of  older 
populations,  addressing  this  issue  becomes  even  more  crucial.  It  is  imperative  to 
investigate  and  account  for  the  long-term  variations  in  handwriting  to  develop  robust
automated  writer  recognition  systems  that  better  reflect  the  reality  of  handwriting 
changes  over  time.

  The  successful  recognition  of  individuals  through  their  handwriting,  despite 
changes  over  time,  requires  a  comprehensive  investigation  of  handwriting  character-
istics  and  advanced  processing  techniques.  This  research  focuses  on  two  key  aspects:
the  development  of  robust  computational  techniques  capable  of  handling  data  vari-
ability,  and  the  analysis  of  techniques  and  characteristics  employed  by  handwriting 
experts.

  The  study  of  handwriting  characteristics  is  particularly  relevant  in  forensic  ana-
lyses,  where  the  comparison  of  documents  written  by  the  same  person  at  different 
times  becomes  necessary.  Addressing  the  challenges  posed  by  potential  changes  in 
handwriting  is  a  primary  objective  of  this  work.  By  identifying  consistent  graphical 
elements,  we  aim  to  enhance  the  writer  recognition  process,  thereby  increasing  the 
reliability  and  security  of  systems  while  minimizing  user  inconveniences.

  By  synergizing  robust  computational  techniques  with  insights  from  handwriting 
expertise,  this  research  aims  to  contribute  to  the  advancement  of  highly  reliable  and 
accurate  writer  recognition  systems.  The  objective  is  to  ensure  the  effectiveness  of 
these  systems,  even  in  the  presence  of  natural  variations  in  handwriting  that  occur 
over  time.  Through  this  interdisciplinary  approach,  we  strive  to  enable  robust  identi-
fication  methods  that  can  withstand  the  challenges  posed  by  handwriting  variability,
enhancing  the  overall  performance  and  applicability  of  such  systems.

1.2  Relative  works

  Currently,  the  term  “Biometrics”  [21]  is  used  to  refer  to  the  technological  field 
dedicated  to  the  identification  of  individuals  based  on  their  physiological  or  behavioral
biometric  traits,  e.g.,  fingerprints,  iris,  handwriting,  hand  geometry  and  others  [22].

  Physiological  biometric  traits  include  iris,  fingerprint,  hand  geometry,  retina,  and 
DNA.  Their  main  quality  is  that  they  have  little  or  no  variability  over  time,  but  their 
acquisition  is  more  invasive  and  requires  the  cooperation  of  the  subjects,  while 
behavioral  or  behavioral  biometric  traits,  such  as  voice,  signature  or  handwriting  in 
general,  are  less  invasive  although  the  accuracy  of  identification  is  lower  due  to  the 
variability  of  behavioral  patterns.

  A  personal  trait  will  be  valid,  and  a  biometric  system  will  be  able  to  distinguish 
people  based  on  it  if  it  fulfills  the  following  properties:

• Universality:  every  person  must  possess  such  a  biometric  trait.
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• Uniqueness: different people must possess different traits, sufficiently different
to allow them to be distinguished based on that trait.

• Permanence: the trait must be sufficiently invariant over time.

• Measurability: the trait must be quantitatively characterizable.

Writing, as a system of graphic representation of language, holds the potential to
be a distinctive biometric trait. It involves the creation of engraved or drawn signs on
a flat surface, with paper currently being the most widely used medium, closely
followed by digital devices.

The process of writing is learned and shares common techniques among individ-
uals who speak the same language. Initially, it is a conscious and deliberate act, but
with time and practice, it becomes ingrained in our subconscious, becoming a reflex-
ive action. This transition from volitional to reflexive writing explains the enduring
and unique graphic characteristics that are specific to everyone, allowing for their
differentiation and distinction from others.

Identifying individuals through their handwriting is of utmost importance and
finds applications in various domains [23]. In the realm of forensics, handwriting
identification plays a critical role in determining document authorship and aiding in
the resolution of legal cases.

Moreover, the ability to identify individuals based on their handwriting is also
highly relevant in the context of security and access control [24]. Handwriting recog-
nition systems are deployed in settings where ensuring the accurate identification of
individuals is crucial, such as financial institutions, airports, and cutting-edge security
systems.

Continual research and development in the field of biometric identification
have propelled the study of identifying individuals through their handwriting,
making it a topic of enduring interest and ongoing advancement. Researchers are
exploring innovative techniques, including the analysis of structural and
dynamic features of handwriting, as well as leveraging machine learning algorithms
[25] and neural networks [26] to enhance the precision and reliability of handwriting
identification systems. The evolving landscape of handwriting analysis presents
opportunities to improve the accuracy and efficiency of biometric identification based
on handwriting. This dynamic field continues to push the boundaries, enabling
advancements in the science of identifying individuals through their unique writing
characteristics.

In [27], the authors present a proof-of-concept for a cognitive-based authentica-
tion system that utilizes an individual’s writing style as a unique identifier to grant
access to a system. They train a machine learning SVM model on stylometric features
to effectively distinguish between texts generated by different users. The extracted
stylometric feature vector is then used as input to a key derivation function, generat-
ing a unique cryptographic key for each user. Experimental results demonstrate the
system’s accuracy of up to 87.42% in classifying texts as written and validate the
security and uniqueness of the generated keys. This research explores the intersection
of natural intelligence, cognitive science, and cryptography, aiming to develop a
cognitive cryptography system. By leveraging behavioral features from linguistic-
biometric data through stylometry, the proposed system detects and classifies
users, generating cryptographic keys for authentication and enhancing access control
security.

4
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Figure 1.
Text used to formalize the writers’ database.

Figure 2.
Words extracted.
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2.  Material

  The  database  used  in  this  study  was  created  at  the  University  of  las  Palmas  de  Gran
Canaria  and  contains  handwriting  samples  from  100  different  people,  each  of  whom 
made  10  handwritten  copies  of  the  following  text  in  Spanish  (Figure  1).

  From  the  proposed  text,  34  words  were  selected  whose  images  were  extracted 
from  each  of  the  previously  scanned  writings.  The  database  contains  a  greyscale  image
of  each  of  the  words,  for  a  total  of  34,000  images  (Figure  2).

  The  main  conditions  for  the  elaboration  of  the  writings  used  to  form  the  database 
are  the  following:

• All  writers  copied  the  same  text  and  used  the  same  type  of  pen.

• All  samples  were  written  on  80  gram  DIN-A4  paper,  using  a  flat,  rigid  surface  as 
a  support.

• The  copies  were  made  over  the  course  of  a  week,  on  different  days  and  at 
different  times,  depending  on  the  availability  of  each  writer.
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3. Methods

3.1 Methodology

The proposed methodology adopts a classical structure of pattern recognition
systems configured in identification mode, which avoids the need for conducting
multiple experiments with different evaluation modes. In this mode, the objective is
to accurately assign each sample to its corresponding class. The methodology consists
of several phases: first, all images undergo pre-processing to ensure optimal condi-
tioning. Subsequently, various processing techniques are applied to extract the fea-
tures described in the previous chapter.

The subsequent stages of the experimentation focus on applying supervised classifi-
cation in the identification mode. Three classifiers, namely KNN, NN, and SVM, are
utilized for the calligraphic features, while a combination of HMM and SVM is
employed for contour characterization. The use of multiple classifiers for the calli-
graphic parameters aims to determine whether the obtained results are primarily
attributed to the effectiveness of the parameters rather than the idiosyncrasies of a
specific classifier. This approach enhances the reliability and comprehensiveness of the
experimental analysis, providing a robust assessment of the proposed methodology.

After parameterizing the contour processing, the generated models with HMM
were subjected to transformation using Fisher’s Kernel. This transformation mapped
the models to hyperdimensional spaces, which served as input data for a classification
system based on SVMs. The choice of SVMs is supported by the favorable results
obtained in previous research studies, such as those conducted [28–31]. These studies
utilized large datasets, highlighting the effectiveness of SVMs in handling substantial
amounts of data. By applying SVMs in the classification system, the methodology
leverages their proven performance to achieve accurate and reliable results in the
analysis of contour data.

The system modeling technique in this study involved two phases: training and
testing. To ensure reliable results, the databases were divided into two groups, with
each group used for a specific phase. The Hold-out cross-validation technique was
employed for the division of the groups. This technique ensures that the systems are
trained and tested on entirely different samples, reducing the risk of bias.

To further enhance the reliability of the results and avoid dependence on specific
samples, a significant number of iterations were performed. This statistical indepen-
dence was achieved by repeatedly applying the cross-validation method, dividing the
dataset into training and test subsets.

Moreover, to assess the robustness of the systems, the percentages of training and test
samples were varied, ranging from 50% to 20%. This variation allowed for a compre-
hensive analysis of the system’s performance under different proportions of data.

Additionally, singular experiments were conducted to evaluate the stability,
invariance, and robustness of the systems in more complex scenarios. These experi-
ments aimed to test the system’s ability to handle diverse and challenging situations,
providing insights into its performance under different conditions.

3.1.1 Support Vector Machine

The Support Vector Machine (SVM) is a learning system that has undergone
significant development in recent years, both in the generation of new algorithms and
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in  the  strategies  for  their  implementation.  It  is  used  to  train  linear  learning  machines 
efficiently,  both  for  classification  and  regression  (linear  and  non-linear).  Formally,  a 
Support  Vector  Machine  is  a  static  network  based  on  kernels  that  performs  classifica-
tion  on  vectors  transformed  to  a  higher  dimensional  space,  separated  by  a  hyperplane
in  the  transformed  space,  which  is  originated  by  the  kernel  itself.  The  basic  operations
performed  by  an  SVM  are  listed  below:

• Transform  the  data  to  a  higher  dimensional  space  through  a  previously  defined 
kernel  function.  This  reformulates  the  problem  by  implicitly  mapping  the  data  to 
the  new  space.

• Find  the  hyperplane  that  maximizes  the  margin  between  the  nearest  training 
class  patterns  by  performing  an  efficient  computation  of  the  optimal  hyperplane.

• If  the  data  are  not  linearly  separable  find  the  hyperplane  that  maximizes  the 
margin  and  minimizes  a  function  of  the  number  of  misclassifications.

3.1.2  Hidden  Markov  Models

  Hidden  Markov  Models  first  appeared  in  recognition  systems  in  the  late  1970s,
allowing  the  development  of  specific  probabilistic  techniques  for  the  estimation  of 
these  systems.  Today,  they  are  very  efficient,  robust  and  computationally  flexible 
techniques  for  many  types  of  recognition  systems.

  The  main  difference  between  an  HMM  and  a  Markov  chain  is  that  each  state  in  a 
Markov  chain  is  deterministically  associated  with  a  single  output  observation  value,
whereas  in  an  HMM  each  is  associated  with  a  probability  distribution  of  all  possible 
output  observation  values.

  An  HMM  can  be  viewed  as  a  finite  state  machine  in  which  two  well-defined 
stochastic  processes  interact  with  each  other:  one  of  them  remains  unobservable  and 
acts  in  the  background  (it  is  the  hidden  layer  of  the  model)  behind  another  observable
that  produces  the  sequence  of  output  observations.  The  former  involves  a  set  of  states
connected  to  each  other  by  means  of  transitions  with  probabilities;  while  the  latter 
consists  of  a  set  of  output  observations,  each  of  which  can  be  emitted  by  any  of  the 
states  according  to  a  probability  function  associated  to  each  of  them.  In  other  words,
an  HMM  consists  of  a  Markov  chain  and  a  set  of  probability  functions  associated  with
each  state;  that  is,  states  are  no  longer  simply  symbols  but  are  now  associated  with  sets
of  probability  distributions.  Transitions  between  states  depend  on  the  occurrence  of 
some  symbol.

3.2  Training  phase

  In  this  phase,  we  determine  the  values  of  the  optimization  variables  that  charac-
terize  each  of  the  shape  classes  to  be  classified.  These  variables  include  the  number  of
neurons  in  the  hidden  layer  and  the  number  of  networks.

  When  using  neural  networks  for  classification,  the  optimal  number  of  neurons  in 
the  hidden  layer  is  determined  through  a  trial-and-error  process.  We  explore  different
configurations  to  find  the  one  that  yields  the  best  performance.

  Furthermore,  in  most  cases  where  neural  networks  are  employed  as  classifiers,
multiple  networks  are  utilized  in  parallel.  This  approach  ensures  that  the  classification
result  is  independent  of  the  initial  values  of  the  model.  The  final  decision  for
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classifying a particular sample follows the “most voted” strategy, considering the
opinions of the parallel neural networks. The experimentation process also includes
determining the appropriate number of parallel neural networks for each scenario,
striking a balance between performance and efficiency.

When utilizing neural networks for classification, the optimal number of neurons
in the hidden layer was determined through an iterative trial and error process.
Various configurations were tested to find the most suitable number that yielded
optimal performance and accuracy.

Moreover, in most cases where neural networks were employed as classifiers,
multiple networks were employed simultaneously in a parallel manner. This approach
aimed to mitigate the impact of initial values on the model and enhance the robustness
of the classification results. By adopting a “most voted” strategy, the final classifica-
tion decision for a particular sample was based on the collective input from the
parallel networks. The experimentation process also involved exploring the appropri-
ate number of parallel neural networks for each scenario, ensuring reliable and con-
sistent classification outcomes.

3.2.1 Number of neurons in the hidden layer and number of networks

The optimal number of neurons in the hidden layer for classification using neural
networks was determined through an iterative trial and error process.

Furthermore, to enhance the reliability and stability of the classification results,
multiple neural networks were often employed in parallel as classifiers. This approach
aimed to reduce the impact of initial values on the model and increase the robustness
of the overall system. In this scheme, the final classification decision for a specific
sample was determined based on a “most voted” strategy, where each parallel net-
work contributed its prediction, and the class with the highest number of votes was
selected.

The experimentation process also involved exploring the appropriate number of
parallel neural networks for each situation. This step allowed for the identification of
the optimal configuration that maximized the accuracy and consistency of the classi-
fication outcomes.

3.2.2 SVM parameters

The version used in this work is the SVMlight with radial basis kernel function
(RBF), defined by [32]:

K x, yð Þ ¼ e�γ∥x�y∥2 ¼ e
∥x�y∥2

2σ2 (1)

In this configuration, the crucial parameter to determine is the variance (σ2) of the
Gaussian (gamma (γ)), which is inversely proportional to the variance of the Gaussian
kernel and represents the width of the RBF kernel.

Regarding the SVM, another important parameter to define is the training cost
constant (c). Selecting an appropriate value for this parameter in real-world applica-
tions can be more challenging than choosing the kernel. The optimal value of ‘c’ often
depends on the nature of the data. In all experiments conducted, a value of 10 was
used for ‘c’.
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Figure 3.
“Ascending and descending”.
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3.2.3  HMM  state  numbers

  In  the  contour  characterization  using  HMM,  the  determination  of  the  number  of 
states  is  a  crucial  parameter  during  the  system  modeling  phase.  It  directly  impacts  the
reliability,  robustness,  and  stability  of  the  system.  To  determine  the  optimal  number 
of  states,  multiple  experiments  were  conducted  using  different  values.  Based  on  the 
classification  results  obtained  from  these  experiments,  the  most  appropriate  number 
of  states  was  selected.  This  careful  selection  ensures  that  the  system  achieves  the 
desired  performance  and  accurately  captures  the  patterns  and  characteristics  of  the 
contour  data.

3.3  Graphometry  feature  extraction

  As  stated  in  the  introductory  section,  graphometry  characteristics  play  a  pivotal 
role  in  the  forensic  analysis  of  documents,  as  they  encompass  a  substantial  number  of
parameters  utilized  by  handwriting  experts.  In  alignment  with  the  research  objectives,
we  conducted  an  extensive  review  of  these  measures.  We  considered  factors  such  as 
the  significance  of  each  characteristic  in  defining  an  individual’s  handwriting  style  and
its  effectiveness  in  discerning  between  different  writers.  Moreover,  we  considered  the
computational  complexity  involved  in  automatically  extracting  these  features,  which 
is  a  fundamental  aspect  to  consider.  By  taking  these  factors  into  consideration,  we 
aimed  to  ensure  that  the  selected  morphometric  measures  are  both  relevant  and 
practical  for  our  research  purposes.

3.3.1  Length  of  ascenders  and  descenders

  “Ascenders”  and  “descenders,”  commonly  referred  to  as  “hampas”  and  “jambs”  in
the  field  of  forensic  document  analysis,  are  key  features  extensively  examined  by 
handwriting  experts.  Ascenders  represent  the  upper  extensions  of  letters,  while 
descenders  refer  to  the  lower  extensions  (refer  to  Figure  3  for  visual  illustration).
These  features  hold  significant  importance  in  the  analysis  of  documents,  enabling 
experts  to  gather  valuable  insights  about  the  handwriting  style  in  question.  By  study-
ing  the  hampas  and  jambs,  experts  can  gain  a  deeper  understanding  of  the  writer’s 
unique  characteristics  and  tendencies,  aiding  in  the  identification  and  comparison  of 
different  handwriting  samples.

  The  significance  of  these  features  in  the  biometric  study  of  writing  becomes  evi-
dent  when  we  consider  their  prevalence  in  the  Latin  alphabet.  Ascenders  and 
descenders  are  commonly  found  in  approximately  50%  of  the  letters  within  this 
alphabet.  This  statistic,  as  illustrated  in  Table  1,  highlights  the  widespread  presence  of
these  features  in  written  text.  By  considering  their  frequency,  handwriting  experts 
can  effectively  utilize  ascenders  and  descenders  as  reliable  indicators  and
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discriminators in the analysis of documents. These features provide valuable infor-
mation about a writer’s style, aiding in the identification and differentiation of various
handwriting samples.

A classical method for extracting ascenders and descenders is to divide the text
into three zones: the upper zone, the middle zone, and the lower zone. However,
determining these zones is not an easy task, the most common method in image
processing being the horizontal projection, see Figure 4.

Various algorithms have been proposed to determine the boundaries of each zone
based on the horizontal projection [33, 34]. However, it is important to note that no
single method can be universally applied to all cases. For instance, Kirli and
Gülmezoǧlu [34] suggest minimizing a specific expression to calculate the base and
top lines of a text. This demonstrates the diversity of approaches used to address this
challenge in handwriting analysis. Researchers continuously strive to develop effec-
tive methods tailored to different scenarios, considering the specific characteristics
and requirements of each case.

Letter Italics Print

Ascenders Descenders Ascenders Descenders

b √ — √ —

d √ — √ —

f √ √ √ —

g — √ — √

h √ — √ —

j — √ — √

k √ — √* —

l √ — √ —

p — √ — √

q — √ — √

t √ — √ —

y — √ — √

z — √ — —

Table 1.
Presence of ascenders and descenders in Latin albatross letters.

Figure 4.
Horizontal projection to determine the body of a word.
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D L2, L3ð Þ ¼
XL2�1

L¼L1

Pmin � PLð Þ2 þ
XL3

L¼L2

Pmax � PLð Þ2 (2)

þ
XL4

L¼L3�1

Pmin � PLð Þ2 (3)

The upper line of the word boundary is denoted by L1, while the lower line is
represented by L4. L2 and L3 correspond to the upper and baseline, respectively. The
minimum and maximum values of the projection are represented by Pmin and Pmax.
The value PL corresponds to the projection index L. To determine the optimal posi-
tions of L2 and L3, the total squared error, denoted as D(L2,L3), is minimized. The
positions that yield the minimum value of D(L2,L3) correspond to the final placement
of the base and top lines.

Once the boundaries of the word body have been established, the next step
involves identifying the ascending and descending strokes within the text. Addition-
ally, their lengths are measured relative to the total height of the word. This analysis
provides valuable insights into the proportions and characteristics of the handwriting,
contributing to the overall understanding of the writer’s style (Figure 5).

f 1 ¼
Hampa length
Total height

(4)

f 2 ¼
Jamb length
Total height

(5)

3.3.2 Skew

Skew refers to the inclination of words in relation to the x-axis of the Cartesian
system. However, there is some debate among authors regarding its specific defini-
tion. Some argue that skew pertains to the inclination of the entire line of writing with
respect to the x-axis.

In handwriting recognition applications, skew is typically detected and corrected
during the pre-processing stage. This is because skew, as a characteristic, is influenced
by various factors, including the writer’s state of mind, and does not provide relevant
information for recognition. Instead, it can hinder the recognition process. However,
in the context of a biometric system, handwriting experts have observed that every-
one tends to write with a relatively consistent skew, making it a commonly analyzed
characteristic.

Figure 5.
Length of jambs and jambs as a percentage of the total height of the word.
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Considering that skew is a variable dependent solely on the writer, it was
decided to estimate it as the mean value of the processed words. However, it is
important to note that this estimation may not accurately represent the true value of
the parameter.

The method developed for the quantification of this parameter is based on
horizontal projection techniques with a series of modifications described below. In
summary, the process consists of 6 steps:

1.Starting from the original word image (in greyscale) binarisation is performed
using Otsu’s method [35].

Figure 6.
Example of a breakdown of the skew detection and correction method.
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Figure 7.
Reference system chosen for slant estimation.
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2.  The  centre  of  mass  is  calculated  from  the  obtained  image,  which  will  be  used  as  a
  reference  point  of  rotation,  which  allows  a  better  correction  for  words  with  an
  oscillating  skew  or  sinusoid.  Next,  the  range  of  angles  used  for  rotation  is
  defined,  which  in  this  project  goes  from  �10  to  10  degrees  in  steps  of  0.1  degrees
(α  є  [�10:0.1:10]).

3.  In  this  step,  a  rotation  of  the  image  with  respect  to  the  centre  of  mass  is
  performed  with  each  of  the  negative  angles.  On  each  of  these  images,  a
  horizontal  projection  is  performed  where  the  cost  function  does  not  look  for  the
  maximum  value  of  the  foreground  pixels  per  row,  but  for  the  maximum
  variation  of  these  pixels.

4.  This  step  is  the  same  as  the  third  one,  but  here  the  image  is  rotated  with  each  of
  the  positive  angles,  also  looking  for  the  maximum  variance  of  the  foreground
  pixels  per  row.

5.  With  all  the  variances  obtained  for  each  angle  of  rotation,  we  proceed  to  evaluate
  for  which  of  them  the  maximum  variance  is  obtained.  This  will  be  the  angle  of
  inclination  (αSKEW)  of  the  word  with  respect  to  the  ‘x’  axis.

6.  Here  a  rotation  of  the  image  is  performed  with  the  opposite  angle  of  the  tilt  angle
  obtained  in  the  previous  step.  Figure  6  shows  each  of  the  steps  listed,  for  a
  concrete  example  of  a  database  image:

3.3.3  Slant

  Slant  refers  to  the  deviation  from  the  vertical  or  ‘y’  axis  of  the  Cartesian  system 
exhibited  by  each  letter  within  a  word.  It  stands  out  as  one  of  the  most  prominent 
characteristics  of  an  individual’s  writing  style,  making  it  a  significant  parameter  for 
quantification  by  handwriting  experts.

  While  the  study  of  slant  typically  focuses  on  analyzing  individual  letters,  in  our 
case,  it  was  extracted  from  words.  When  referring  to  the  slant  of  a  line,  we  describe  it
as  upright  or  vertical  when  the  line’s  axis  forms  a  90-degree  angle  with  the  base  of  the
line.  Any  deviation  from  this  vertical  position  indicates  an  inclination.  In  our  analysis,
if  the  inclination  is  towards  the  right  of  the  vertical,  the  angle  of  inclination  is  consid-
ered  positive,  whereas  if  it  leans  towards  the  left,  it  is  considered  negative.  The 
vertical  axis  (90°)  serves  as  the  reference  point  with  0°  representing  no  inclination.
For  visual  reference,  please  refer  to  Figures  7  and  8.
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3.3.4 Colligation

Colligation, also known as cohesion, refers to the degree to which the writing
appears connected. It should be noted that colligation is not synonymous with conti-
nuity, although there may be cases where the two concepts overlap. In offline
processing, it becomes challenging to determine whether a person lifts the writing
instrument, as a stroke may lack separation and appear to have been written in parts.

To assess the type of cohesion in a writing sample, the predominant percentage
needs to be determined. Based on this percentage, we can classify the writing using
the following guidelines:

Linked writing: Letters and parts of letters are interconnected without any breaks
in between. The movements exhibit cohesion, remaining consistent and
uninterrupted. However, cohesion or linking may be momentarily interrupted for
essential strokes such as dots, accents, capital letters, or the horizontal stroke of the
letter “T.”

Unlinked or juxtaposed writing: Words consist of unlinked letters, where there is
no contact between letters (although they may touch). Words are independent,
lacking cohesion. Grouped writing: Words are formed by groups of two, three, four,
or more letters, depending on the word’s length.

Fragmented or disjointed writing: This term describes writing where letters are
composed of two or more separate (fragmented) strokes. Capital letters and the letter
“m” can give the impression of disjointed movements. By assessing the cohesion in
writing samples, handwriting experts can gain insights into an individual’s
writing style, providing valuable information for analysis and comparison purposes
(Figure 9).

Algorithmically, when characterizing the cohesion parameter, each image contains
groups of active pixels (foreground) or connected components with an 8-neighbor
connectivity. Due to the offline nature of the analysis, where temporal sequencing is

Figure 8.
Examples of inclination types.
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not available to indicate the writing process, we can only differentiate whether indi-
viduals write words in a linked or separate manner. We can identify cases of partially
linked or completely unlinked writing. However, we are unable to discern situations
where the writer lifts the tool between each letter but maintains complete linkage.

This expression serves as a quantitative measure to evaluate the cohesion level
within a writing sample.

f4 ¼ 1� Number of separations
Number of connected components

(6)

3.4 Experimental methodology

The methodology employed to accomplish the objectives consists of four key steps,
which are outlined below.

Firstly, a comprehensive set of characteristics commonly employed in forensic
handwriting analysis was extracted. It should be noted that the coding of these
parameters did not always align with the practices of this discipline. Specifically,
qualitative classifications of certain characteristics were quantitatively estimated,
aiming to capture the essence of the established categories. Additionally, word con-
tour coding was performed using two techniques: the application of Fischer’s Kernel to
the Markovian representation of the contour and Fourier descriptors.

Subsequently, the graphometry parameters underwent an analysis of variance to
determine their level of consistency. It is crucial to highlight that the database utilized
in this stage was meticulously constructed under controlled conditions. This approach
ensures the accurate retrieval of the inherent nature of the characteristics, mitigating
any potential interference in the analysis caused by noise generated from the context.
By conducting the analysis under controlled conditions, the reliability and validity of
the results were maximized, providing a robust foundation for further investigations.

In the third step, the effectiveness of the graphometric parameters and contour
encodings was evaluated. Specifically, the results obtained from various classifiers in
the task of writer recognition were thoroughly analyzed. This analysis aimed to assess
the discriminatory power and accuracy of the selected parameters and encoding
techniques in distinguishing between different writers. By examining the perfor-
mance of different classifiers, including but not limited to neural networks, Support
Vector Machines, and decision trees, valuable insights were gained regarding the
effectiveness of the graphometry features in achieving accurate and reliable writer
identification. The findings from this step contributed to the refinement and optimi-
zation of the proposed methodology, enhancing its overall efficacy in individual
identification based on handwriting analysis.

In the final stage of this methodology, a selection and validation process were
conducted to identify the most persistent and discriminant graphometry parameters.

Figure 9.
Representation of three types of colligations.
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The validation was performed by applying these parameters in the task of writer
recognition. In the training phase, a model for each writer was established using
recent writing samples, while in the test phase, writings that were at least 10 years old
and were not included in the training phase were utilized. This approach aimed to
assess the reliability and longevity of the selected parameters by evaluating their
effectiveness in accurately identifying writers based on handwriting samples that
exhibited significant temporal variations. The validation process ensured that the
chosen parameters were robust and capable of maintaining their discriminatory
power over extended periods of time, strengthening the overall validity and practi-
cality of the proposed methodology.

4. Results

This section presents a detailed analysis of the experimental results obtained from
the application of various classification algorithms, namely K-Nearest Neighbors
(KNN), Multilayer Perceptron (MLP), Neural Network (NN), and Support Vector
Machines (SVM).

Table 2 presents the classification accuracies obtained for different parameter
combinations related to slant (Slant HJ, Slant BS), length (Length HJ), concentration
(Concentration), roundness (Roundness), final features (End features, Final traits),
colligation (Colligation), and pressure (Pressure). The results demonstrate the influ-
ence of these parameters on the performance of the classification models.

For the parameter combination of Slant HJ, Direction; Length HJ, Concentration;
Roundness, Final features; Colligation; Pressure, the classification accuracies were
95.70 � 1.94% for KNN, 95.76 � 1.48% for NN, and 89.1 � 2.60% for SVM. This
indicates that all three models achieved relatively high accuracy in classifying the
samples based on these combined parameters.

Similarly, the parameter combination of Slant BS, Direction; Length HJ, Concen-
tration; Roundness, Final features; Colligation; Pressure yielded accuracies of
95.86 � 1.69% for KNN, 95.46 � 1.57% for NN, and 88.98 � 2.16% for SVM. These
results suggest that the models performed consistently across different parameter
combinations, with KNN and NN achieving slightly higher accuracies compared
to SVM.

KNN MLP SVM

Slant HJ, Direction; Length HJ, Concentration; Roundness,
Final features; Colligation; Pressure

95.70 � 1.94 95.76 � 1.48 89.1 � 2.60

Slant BS, Direction; Length HJ, Concentration; Roundness,
Final features; Colligation; Pressure

95.86 � 1.69 95.46 � 1.57 88.98 � 2.16

Slant HJ, Direction; Length HJ, Concentration; Roundness,
Final features; Colligation; Pressure

95.92 � 1.04 96.18 � 1.24 90.24 � 2.08

Slant HJ, Slant BS; Length HJ, Concentration; Roundness,
Final features; Colligation; pressure

96.36 � 0.92 96.32 � 1.61 90.08 � 2.15

Table 2.
Hit rate by including two parameters in some of the graphical elements: (Slope; Dimension; Richness; Link;
Pressure). 50% training.
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SVMNNKNN

91.84Slant HJ; Length HJ; Roundness; Colligation; Pressure. � 91.401.64 � 77.621.75 � 3.33

91.90Slant BS; Length HJ; Roundness; Colligation; Pressure. � 1.61 91.90 � 78.162.09 � 2.74

83.00Direction; Length HJ; Roundness; Colligation; Pressure. � 77.401.62 � 66.183.51 � 3.10

92.36Slant HJ; Length HJ; End features; Colligation; pressure � 91.001.57 � 82.962.71 � 2.35

90.30Slant HJ; Calligraphic box; Final traits; Colligation; Pressure. � 1.94 88.20 � 3.23 80.02 � 2.70

Slant HJ; Concentration; Final features; Colligation; Pressure. 91.00 � 1.69 88.50 � 3.03 80.40 � 2.92

Slant HJ; Length HJ; grapheme “a” 90.18; colligation; pressure. � 86.0891.50 1.731.31 � 1.59

Table 3.
Hit rate by including one parameter in some of the graphical elements: (Slope; Dimension; Richness; Link;
Pressure). 50% training.
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  Furthermore,  the  combination  of  Slant  HJ,  Direction;  Length  HJ,  Concentration;
Roundness,  Final  features;  Colligation;  Pressure  demonstrated  improved  perfor-
mance,  with  accuracies  of  95.92  �  1.04%  for  KNN,  96.18  �  1.24%  for  NN,  and
90.24  �  2.08%  for  SVM.  These  findings  indicate  the  effectiveness  of  the  selected 
parameters  in  accurately  classifying  the  handwriting  samples.

  Moreover,  when  additional  parameters  such  as  Slant  BS  and  End  features  were 
considered  in  the  parameter  combination  of  Slant  HJ,  Slant  BS;  Length  HJ,  Concen-
tration;  Roundness,  Final  features;  Colligation;  Pressure,  the  classification  accuracies 
further  increased.  The  models  achieved  accuracies  of  96.36  �  0.92%  for  KNN,
96.32  �  1.61%  for  NN,  and  90.08  �  2.15%  for  SVM.  These  results  highlight  the 

importance  of  including  a  comprehensive  set  of  parameters  in  achieving  higher  clas-
sification  accuracies.

  To  delve  deeper  into  the  analysis,  Table  3  presents  the  influence  of  specific  combi-
nations  of  graphometry  parameters  on  the  classification  performance.  For  instance,
when  considering  slant,  length,  roundness,  colligation,  and  pressure,  KNN  achieved  an
accuracy  of  91.84  �  1.64%,  while  NN  achieved  an  accuracy  of  91.40  �  1.75%,  and  SVM
yielded  77.62  �  3.33%.  Similar  trends  were  observed  for  other  parameter  combinations.

  Based  on  the  provided  tables,  the  model  that  consistently  demonstrates  the  highest
classification  accuracy  across  different  parameter  combinations  is  the  K-Nearest 
Neighbors  (KNN)  algorithm.  In  both  tables,  KNN  consistently  achieves  the  highest  or
one  of  the  highest  accuracies  among  the  three  classifiers  (KNN,  MLP,  and  SVM).
  These  results  highlight  the  effectiveness  of  the  proposed  classification  algorithms 
in  accurately  identifying  and  distinguishing  various  handwriting  characteristics.  The 
outstanding  accuracies  obtained  when  utilizing  all  parameters  in  a  text-independent 
scenario  emphasize  the  importance  of  incorporating  a  comprehensive  set  of 
graphometry  features.  Furthermore,  the  varying  performance  across  different 
parameter  combinations  suggests  that  certain  combinations  possess  stronger  discrim-
inative  capabilities.
  The  findings  from  this  study  provide  valuable  insights  into  the  potential  of 
graphometry  and  classification  algorithms  for  achieving  precise  and  reliable  writer 
recognition.  However,  further  investigation  and  optimization  are  required  to  enhance
the  overall  performance  and  generalizability  of  the  proposed  approach.  Future 
research  could  focus  on  exploring  alternative  combinations  of  graphometry  parame-
ters,  investigating  advanced  feature  extraction  techniques,  and  refining  the  training 
process  of  the  classification  algorithms.
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These results contribute significantly to the existing body of knowledge in the field
of writer recognition and open possibilities for practical applications in forensic stud-
ies, document analysis, and other relevant domains. The promising outcomes encour-
age further exploration of graphometry analysis techniques to fully unlock their
potential in the realm of handwriting expertise.

4.1 Comparison with similar works

Among the referenced studies, Purohit et al. [36] utilized the IAM English
language dataset and employed a CNN technique, achieving an accuracy of 92.7%.
Hagstrom et al. [37] conducted their research using a dataset consisting of 4920
written dates of birth (DoBs) and applied the ResNet50 technique, resulting in an
accuracy of 94%.

Nabi et al. [38] worked with an Urdu dataset they developed themselves and
utilized the DeepNet-WI (VGG-16) technique, achieving an impressive accuracy of
98.71%.

Javidi and Jampour [39] performed their analysis using multiple datasets including
IAM, CERUG, FIREMAKER, and CVL. They employed the Res-Net technique and
obtained an accuracy of 88.95%.

In comparison to these studies (see Table 4), our proposed technique involved a
dataset of 350 Spanish words, and we employed the KNN technique. Our results
yielded a high accuracy of 96.36%. It is noteworthy that our technique outperformed
the accuracies achieved by [36, 37, 39], while being slightly below the exceptional
accuracy achieved by [38] in their Urdu dataset.

Overall, these findings indicate the effectiveness of our proposed technique in
handwriting recognition, particularly for Spanish words, and highlight its competitive
performance when compared to previous studies using different datasets and tech-
niques.

5. Conclusions

In conclusion, this academic article underscores the crucial role of handwriting as a
biometric-behavioral trait in person recognition, particularly within the realm of
forensic studies focused on document authorship determination. Through an exten-
sive exploration of various feature extraction approaches and the utilization of diverse

References Dataset script Technique used Accuracy (%)

Purohit et al. [36] IAM English language dataset CNN 92.7

Hagstrom et al. [37] 4920 written DoBs (own dataset) ResNet50 94

Nabi et al. [38] Urdu (own dataset) DeepNet-WI
(VGG-16)

98.71

Javidi and Jampour
[39]

IAM, CERUG, FIREMAKER, and
CVL

Res-Net 88.95

Proposed technique 350 Spanish words KNN 96.36

Table 4.
Comparison of the proposal vs. the state of the art of the proposal.
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classifiers,  the  research  presented  in  this  article  has  significantly  advanced  the  under-
standing  and  application  of  handwriting  analysis  for  accurate  identification  outcomes.

  The  study  delved  into  a  wide  array  of  feature  extraction  techniques,  encompassing
contour-based  features,  interpolation-based  curvature  information,  wavelet  trans-
forms,  and  Hermite  coefficients.  These  approaches  showcased  the  versatility  and 
effectiveness  of  different  methods  in  capturing  distinctive  handwriting  characteristics
essential  for  reliable  identification.

  In  addition,  the  investigation  highlighted  the  significance  of  employing  different 
classifiers,  including  artificial  neural  networks,  k-nearest  neighbors,  Support  Vector 
Machines,  Hidden  Markov  Models,  and  Gaussian  mixture  models.  By  leveraging  these
classifiers,  the  study  demonstrated  the  robustness  and  adaptability  of  various  classifi-
cation  techniques  in  accurately  discerning  individual  handwriting  patterns.

  Moreover,  the  research  shed  light  on  the  vital  role  of  morphometric  and  structural
features  in  forensic  document  analysis,  providing  insights  into  their  relevance  for  both
establishing  identity  and  unraveling  psychological  profiles.  These  features,  catego-
rized  as  quantitatively  evaluated  parameters  and  qualitatively  analyzed  characteris-
tics,  present  both  challenges  and  opportunities  for  automated  processing  and  serve  as
avenues  for  future  research  and  development.

  Throughout  the  experimental  phase,  the  study  successfully  grouped  parameters 
into  distinct  grapheme  elements.  Notably,  the  combination  of  parameters  within  the 
inclination,  dimension,  and  shape  richness  elements  yielded  remarkable  hit  rates 
surpassing  50%.  While  individual  grapheme  elements  such  as  link  and  pressure 
exhibited  consistent  but  relatively  lower  hit  rates,  they  nevertheless  contributed  to  the
overall  understanding  of  handwriting  characteristics.

  To  summarize,  this  comprehensive  investigation  significantly  advances  the  field  of
handwriting-based  biometric  identification.  By  exploring  various  feature  extraction 
approaches,  employing  diverse  classifiers,  and  emphasizing  the  importance  of 
graphometry  features,  the  study  paves  the  way  for  the  development  of  robust  and 
sophisticated  systems  capable  of  accurately  recognizing  individuals  based  on  their 
handwriting.  The  findings  hold  substantial  value  for  forensic  document  analysis,
offering  insights  and  implications  for  applications  requiring  precise  writer  identifica-
tion  in  a  variety  of  domains.

  In  conclusion,  this  research  lays  a  solid  foundation  for  further  advancements  in  the
field,  propelling  the  development  of  cutting-edge  systems  that  leverage  the  intricacies
of  handwriting  for  accurate  identification.  The  knowledge  gained  from  this  study 
holds  great  promise  for  enhancing  forensic  investigations,  bolstering  security  systems,
and  enabling  various  other  domains  to  benefit  from  the  reliable  and  precise  identifi-
cation  of  individuals  through  their  unique  handwriting  patterns.

  Further  results  obtained  by  merging  deep  learning  systems  together  with  our 
machine  learning  system  for  manuscript  identification  will  be  included  as  proposed 
future  lines  of  research.
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Chapter 9

Biometric-Based Optical Systems
for Security and Authentication
Gaurav Verma, Wenqi He and Xiang Peng

Abstract

In a digital world, biometric authentication is becoming more and more popular 
for reliable automatic recognition of people, which is widely being deployed in optical 
information security-related systems. The adoption of biometrics into optical 
security-based applications and fields has been adding excellent security due to their 
distinctive attribute that gains from optics. In this chapter, we present an optical 
nonlinear cryptosystem for image encryption using biometric keys generated from 
fingerprint hologram for security and authentication. In order to generate biometric 
keys, we implemented an optoelectronics experiment setup using digital holography 
for capturing the fingerprint hologram, storing, and then numerically reconstructing 
it. The reconstructed features of the fingerprint object offer very appealing attributes 
from the perspective of data encryption such as uniqueness, randomness, and dis-
criminability. Fingerprint biometric features are kept inside interference patterns 
optically, which are also protected with experimental parameters. If both pieces of 
information are provided to be known to the person at the decryption stage, as a 
result, it keeps maintaining user specificity in order to access system information. 
Furthermore, we exploit the utility of the biometric key in designing an optical 
cryptosystem for encrypting the information which offers a solution to the distribu-
tion of keys with heightened security.

Keywords: fingerprint biometric, optical encryption, security, authentication, digital 
holography

1. Introduction

Biometrics refers to a unique, measurable, biological trait or attribute of a human
being that is used to validate the identity of a person [1, 2]. The use of biometrics in a
system relies on automated recognition methods based on a person’s physiological or
behavioral features, whose functionality works on the conforming exact identity of an
individual compared to traditional authentication methods such as passwords, tokens,
and PINs (Personal Identification Numbers) [3–5]. A number of applications are
implemented to automate authentication methods by the use of biometric traits for
access control, commercial, phone, government, and forensic [1–6]. In general, the
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biometric trait comprises physiological or behavioral features [5]. The physiological
traits, which use fingerprints, retina, iris, facial images, and hand geometry, are
physical characteristics computed at a specific point in time, while behavioral bio-
metric traits commonly list in particular, signature, gait, voice recordings, and key-
stroke rhythms, make attention to the mode some action is accomplished by every
individual [1, 4].

Due to recent technological advances in real-world applications, an automated
identification system has been implemented in many security-related systems using
biometric traits for reliable and trusted authentication [1–7]. Moreover, different
kinds of threats, challenges, and privacy issues are growing concerns in today’s mod-
ern world, and biometric technology is used to ensure secure and safe circumstances
[4–7]. The development of optics-based biometric systems has brought tremendous
growth in data security and authentication in recent times [6, 7]. More excitingly,
most of the current optical encryption systems are now being incorporated with the
biometric features of a person [7]. These scenarios, however, increase the security
level for information protection through person identification against unauthorized
access [4].

Optical systems are extensively involved in the field of information security due to
high speed, parallel processing, and exploitation of multidimensional data such as
wavelength, frequency, and polarization [7–66]. Optics-related cryptosystems, such
as optical, compression, encryption, photon counting, and authentication, are exten-
sively developed to secure sensitive data or images during transmission and reception
through the digital medium [6, 7]. In the field of optics, image encryption was brought
into existence since the introduction of the double random phase encoding (DRPE)
scheme. The DRPE method converts input information into white stationary noise by
the involvement of two random phase masks (RPMs) at the input and the Fourier
plane, respectively [8]. Due to the linear and symmetric nature of the DRPE system,
these RPMs for encryption and decryption processes are similar to security keys
[8–13]. In order to take advantage of optical encryption, Qin et al. reported the optical
cryptosystem for image encryption based on phase-truncated Fourier transforms
(PTFTs) [14, 15]. The PTFT operation is used to truncate the Fourier spectrum of the
image into the phase and the amplitude distributions. The PTFT encryption scheme
uses two RPMs for encryption, while two phase-only masks are obtained as the
decryption keys for the decryption process. The main advantages of PTFT over the
DRPE are that keys for encryption and decryption processes are distributed due to
nonlinear operation. These RPMs act as the main security component. From the
cryptanalysis point of view, it is noticed that the RPM-based encryption system
suffers from the problem of key management, distribution, and authentication and is
found to be insecure against various types of attacks [12, 13, 16–19]. Furthermore, by
adding security to optical encryption using unique features of human beings, optical
security using biometrics facilitates a secure and reliable way for information
processing. Many types of optical systems using biometrics are implemented [24–40],
which offer a wide range of features such as keys management, higher security, and
user authentication.

From the recent research in the optical encryption domain, it is observed that
optical cryptosystems are perceived to be unsuited to implement traditional cryptog-
raphy because of being unable to address the key distribution issue in terms of public
keys and private keys [33–53]. A nonlinear encryption system in the Fresnel domain
using the optical phase-retrieval algorithm is developed as reported in [39], which
fulfills the criteria of asymmetric cryptography agreement. The phase-retrieval
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algorithm-based  method  has  also  been  studied  on  the  development  of  nonlinear 
cryptosystems  that  show  progress  in  the  generation  of  public  and  private  keys  in  the 
encryption  system,  which  is  demanded  with  authentication.  Zhao  et  al.  presented  an 
optical  nonlinear  cryptosystem  using  a  fingerprint  combined  with  a  phase-retrieval 
algorithm  and  public  key  cryptography  [40].  In  this  scheme,  the  fingerprint  features 
of  a  person  are  associated  with  encryption  and  decryption  operations  that  help  to 
decrypt  the  information  in  the  authenticated  way  at  the  receiver  and  also  solve  the 
issue  of  the  public-private  keys  [40–42].  One  of  the  approaches  to  the 
implementation  of  optical  information  authentication  systems  is  carried  out  by  com-
bining  a  median-filtering-based  phase-retrieval  algorithm  [51].  Moreover,  optical 
image  encryption  techniques  using  digital  holography  are  applied  for  authentication 
and  security  [32–34,  54–65].  This  method  includes  an  optical  process  for  recording  a 
hologram  by  the  involvement  of  a  charge-coupled  device  (CCD),  and  the  captured 
hologram  is  known  as  a  digital  hologram,  which  is  further  numerically  reconstructed 
in  a  computer  [32–34,  57].  The  reconstructed  information  provides  additional  infor-
mation  in  terms  of  the  amplitude,  and  the  phase  of  the  object.  Thus,  the  reconstructed
features  are  explored  in  the  design  of  optical  information  processing  systems  for 
security  and  authentication.

  In  this  chapter,  we  describe  our  proposed  optical  nonlinear  cryptosystem  for 
image  encryption  using  biometric  keys  based  on  an  optical  phase-retrieval  algorithm 
and  phase-truncated  Fourier  transform  for  security  and  authentication,  which  offer 
the  solution  of  key  distribution  with  improved  security.  In  this  direction,  we  imple-
ment  the  optoelectronics  experiment  based  on  digital  holography  for  recording  the 
fingerprint  hologram,  which  is  digitally  reconstructed  to  obtain  keys  information  in 
terms  of  the  amplitude  and  the  phase.  The  merit  is  that  the  digital  recording  and 
reconstruction  process  of  the  fingerprint  hologram  using  holography  makes  it  possible
for  transmission  and  reception  over  a  communication  medium.  In  addition,  the  fin-
gerprint  hologram  is  protected  by  a  reconstruction  parameter  which  also  enables 
verification  and  authentication  approach  in  the  proposed  encryption/decryption  pro-
cesses.  First,  we  introduce  the  idea  of  the  optoelectronic  experimental  process  for 
recording  the  fingerprint  hologram,  and  its  numerical  reconstruction.  Next,  we  ana-
lyze  the  features  of  the  reconstructed  fingerprint  image  by  performing  the  statistical 
test  that  makes  its  usage  as  an  encryption  key  for  the  image  [32].  Furthermore,  we 
explore  the  utility  of  the  biometric  key  for  optical  cryptosystem  for  image  encryption
based  on  the  phase-retrieval  algorithm  and  the  phase-truncated  Fourier  transforms 
(PTFT)  scheme.  The  system  uses  keys  for  encrypting  the  information  using  the  public
keys  or  encryption  keys  that  can  only  be  truly  recovered  using  the  private  keys  or 
decryption  keys,  while  the  involvement  of  biometric  keys  maintains  the  authenticity 
of  the  user  throughout  the  process.  Our  work  is  the  first  attempt  to  develop  an  optical
cryptosystem  using  the  phase-retrieval  algorithm  and  PTFT  combined  image  encryp-
tion  system  utilizing  biometric  keys  from  fingerprint  hologram.  Finally,  we  demon-
strate  the  security  performance  and  robustness  of  our  cryptosystem.  This  chapter  is 
structured  as  follows:  Section  2  introduces  the  optoelectronics  setup  using  digital 
holography  for  biometric  keys  generation  and  analyzes  the  keys  features  demonstrat-
ing  its  utility  for  image  encryption.  Section  3  introduces  the  cryptography  perspective
using  biometrics.  Section  4  presents  an  implementation  of  optical  encryption  process.
Section  5  investigates  experimental  results  to  present  enhanced  security  with  user 
authentication  and  management  of  keys.  Finally,  the  conclusion  presents  the  signifi-
cant  contributions,  discusses  the  challenges  of  the  work,  and  suggests  future  research
directions.
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2. Optoelectronic experimental setup for biometric keys

In this section, the method of fingerprint hologram recording has been presented
using digital holography in order to capture both phase and amplitude distributions
[54–65]. In order to perform fingerprint imaging, an optoelectronics experiment using
a digital holographic technique is implemented, as shown in Figure 1.

2.1 Fingerprint database

From the biometric perspective, fingerprints contain essential patterns like arches,
ridges, and whorls on the surface of a finger which are unique to the person. In our
study, we use samples of the fingerprint from the fingerprint verification competition
(FVC) database, as reported in [66]. The ‘FVC’ term signifies a fingerprint verifica-
tion competition. This database has eight sets of fingerprint impressions of 100 users
which are captured and collected using different sensor-based technologies. Features
of the fingerprint images from the dataset have been extracted with pixels 300 � 480
and a resolution of 512 dots per inch (dpi). From an imaging perspective, the finger-
print is employed in a digital holographic-based setup as shown in Figure 1 and its
detailed process is explained in Section 2.2.

2.2 Recording process of the biometric hologram

In order to capture fingerprint image hologram using the experimental setup as
shown in Figure 1, the optical beam emerging from the He-Ne laser is initially
collimated through spatial filtering (SF) operation and then separated into the object
arm and the reference arm with the use of a beam splitter (BS1), which is directed
with the help of mirrors (Ms) and finally combined at the BS2. The light that passes
from the fingerprint object is known as the object beam, while another beam O(x,y)
that comes from the reference arm is denoted as the reference beam U(x,y). Several
techniques for the acquisition of fingerprints are widely investigated by researchers in
security and optical imaging-related applications. In our optical configuration, we use
fingerprint images of a person from a public biometric dataset as reported in [66]. In
order to perform transmission imaging, fingerprint features are displayed on the
transparent sheet of size ‘1 cm � 1 cm’ which shows high contrast features for

Figure 1.
Optoelectronic experimental setup: BSs: beam splitters, Ms: mirrors, SF: spatial filtering.
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recording as per the detailed procedure reported in our previous work [32, 33, 57]. In
the object arm, the fingerprint images of size ‘1 cm � 1 cm’ are employed at a
distance‘d’ from the charge-coupled device (CCD) device [32, 33, 57]. As a result, this
optical configuration makes it practically more suitable for optical imaging as well as
information processing using digital holographic techniques in comparison to con-
ventional fingerprint acquisition methods as described in [57]. In the process of
recording, when light rays from a He-Ne laser strike the fingerprint object it causes
diffraction, scattering, and absorption. This phenomenon carries signifying informa-
tion about the object’s amplitude and shape, which further interfered with the refer-
ence beam that is recorded by the CCD camera. The recorded interference pattern
contains the complete information on the fingerprint object shown in Figure 2, which
is stored in the computer and coined as a digital hologram. This process can be
mathematically expressed as:

H x, y
� � ¼ O x, y

� �þU x, y
� ��� ��2

¼ O x, y
� �

O ∗ x, y
� �þ U x, y

� �
U ∗ x, y

� �

þO x, y
� �

U ∗ x, y
� �þ U x, y

� �
O ∗ x, y

� �
(1)

As given in Eq. (1), the ‘H x, y
� �

’ is termed as the digital hologram and ‘*’ shows the
complex conjugate operation. The recording parameters for the fingerprint hologram
are given as wavelength λ = 632.8 nm, the distance d = 0.29 m, and pixel sizes 4.65 μm
� 4.65 μm of the CCD (Lumenera’s Infinity2, 1360 � 1024 pixels).

2.3 Reconstruction process of the fingerprint hologram

In order to reconstruct the fingerprint features from the recorded hologram as
shown in Figure 2, the reconstruction processes using the Fresnel-Kirchhoff integral
are employed numerically, which makes it free from the zero order term in separating
the real and the virtual images [32, 33, 54–57] as:

Figure 2.
Recorded fingerprint hologram.
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D v, uð Þ ¼ i
λ

ð ð∞

�∞

H x, yð Þ ER x, yð Þ exp �i 2π
λ ρ

0� �

ρ0
dx dy (2)

ρ0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� v0ð Þ2 þ y� u0ð Þ2 þ d2

q
(3)

where D(v, u) shows the reconstructed object, ER refers to the plane wave, and ρ’
represents the distance between the recording plane (x, y) and the reconstruction
plane (v’, u’), respectively. It can be noticed that the process of reconstruction is
completely carried out digitally. From the reconstructed object as demonstrated in
Figure 3, the real fingerprint image of size 146 � 146 pixels is extracted in our
analysis. The reconstructed fingerprint object results in a complex field which is
further separated in terms of the intensity and phase distribution:

D v, uð Þ ¼ A v, uð Þ: exp iϕ v, uð Þð Þ (4)

A v, uð Þ ¼ Re D v, uð Þ2
h i

þ Im D v, uð Þ2
h i

(5)

∅ v, uð Þ ¼ arctan
Im D v, uð Þ½ �
Re D v, uð Þ½ � (6)

The reconstructed object clearly reproduces the fingerprint pattern as shown in
Figure 3a while the phase obtained from the same hologram is represented in
Figure 3b which shows significant information on the fingerprint pattern as well as
some variation of thickness over the field of view. Therefore, both pieces of informa-
tion clearly exhibit the significant features of the fingerprint biometric.

Furthermore, it is evident that the obtained phase is utilized to construct a phase
mask (PM) with phases uniformly distributed in the region [0, 2π] as:

Phase Mask ¼ exp i2π∅ v, uð Þð Þ (7)

Figure 3.
Reconstructed features: (a) amplitude distribution and (b) phase distribution.
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The generated phase mask is full of speckle patterns and randomness, as shown in
Figure 4. This is also unique to the person because of the associated fingerprint
biometrics.

Our previous works have shown that the biometric keys from fingerprint holo-
gram are a promising candidate for image encryption. A detailed description of the
biometric key characteristics, such as uniqueness, randomness, and robustness, is
recently reported in our published work [32–34, 57]. Motivated by the utility of
biometric keys, the authors presented a cryptosystem for image encryption and
decryption.

3. Basic cryptography in the perspective of biometric authentication

In the domain of data security, the public key cryptographic technique is used to
secure the information using the public keys (KPublic) and the private keys (KPrivate)
[53]. The cryptographic process between Alice and Bob is shown in Figure 5, which
can be explained as:

1. In the cryptographic process, the public key is utilized as the key for encryption
while the private key is used only for decryption.

2.To transfer the ciphertext to Alice, Bob applies the use of a public key for
encrypting the input data.

3.At the decryption stage, Alice involves the use of private keys to get back the
input information from the ciphertext using the decryption process. Moreover,
Alice cannot decrypt the unspecified ciphertext because of the nonavailability of
their private keys.

Figure 4.
Generated fingerprint phase mask (PM).
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The purpose of the cryptographic process is to convert plaintext information into
ciphertext. Moreover, its security strength depends on keys and processing algorithms
which are not linked with the user’s identity [53]. In general, security systems use
token, ID, and password to authenticate the person but still suffer from several issues
and limitations with regard to information security as well as insufficient database to
prevent unauthorized access [5]. In order to implement a biometric-based authenti-
cation approach, the biometrics of a person must be first registered into the system
that works only for an authorized person and it would not work if a person is not
registered. For this purpose, a fingerprint hologram of a person using a digital holo-
graphic process is utilized, as shown in Figure 6. The digital process for recording, as
well as retrieval of the keys, makes it safe, secure, and accessible for encryption and
decryption processes. In addition, the use of experimental parameters results in addi-
tional security for the system [32–34, 57].

In view of cryptography using a biometric perspective, Alice uses her biometric
keys retrieved from fingerprint hologram for encoding the plaintext information, and
Bob confirms Alice’s biometric keys by matching them to the registered database so
that it can assure the ciphertext coded by Alice [33]. In this way, this strategy satisfies
the criteria of asymmetric cryptography with authentication. The rules of the system
can be elaborated as:

1. If Bob wishes to transmit the input information to Alice. In this case, Bob first
needs to register his fingerprint biometric details using the process of digital
holography.

2.In the next step, Bob employs the encryption algorithm for converting the
information into the ciphertext using the public key by including biometric keys.

Figure 6.
Cryptography perspective using biometrics.

Figure 5.
Basic public key cryptography for encryption: P = plaintext, E = encrypted or ciphertext, and f = processing
algorithm.
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Figure 7.
Flow diagram of the proposed encryption scheme.
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3.  In  order  to  decode,  Alice  needs  the  simultaneous  presence  of  the  private  keys  and
  the  availability  of  Bob’s  fingerprint  hologram  to  obtain  biometric  keys.

  Hence,  the  main  contribution  of  this  chapter  is  to  present  an  optical  nonlinear 
cryptosystem  by  involving  biometric  authentication  using  a  fingerprint  hologram.  The
authors  evaluated  measures  of  the  optical  cryptosystem  process  in  achieving  keys  in 
terms  of  public  and  private  keys  for  encryption  and  decryption  with  higher  levels  of 
security.

4. Optical  cryptosystem  using  biometric  keys

  This  section  presents  algorithms  for  encoding  of  the  image  by  the  use  of
biometric  keys.

4.1  Encryption  process

  To  encrypt  the  input  information  using  the  optical  cryptosystem,  a  preprocessing 
layer  of  the  phase-retrieval  algorithm  using  biometric  keys  generated  from  fingerprint
hologram  has  been  included,  and  then  the  PTFT  scheme  is  employed.  The  flow 
diagram  of  the  proposed  encryption  system  is  shown  in  Figure  7.

  In  order  to  do  this,  the  input  image  (I)  is  initially  encoded  by  involving  the 
biometric  keys  from  the  fingerprint  hologram.  This  encoding  applies  constraints  as 
fingerprint  amplitude  by  replacing  the  amplitude  in  the  Fourier  domain,  while  the 
Fourier  phase  is  kept  unchanged  [31].  This  process  implements  iteratively  back  and 
forth  between  the  object  domain  and  the  Fourier  domain.  The  iteration  number  is
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decided between the input image (I) and the retrieved image (I0) by measuring the
correlation coefficient (CC) as:

CC ¼
PM

x¼1
PN

y¼1 I x, yð Þ � �Ið Þ I0 x, yð Þ � �I0
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
x¼1

PN
y¼1 I x, yð Þ � �Ið Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PM

x¼1
PN

y¼1 I0 x, yð Þ � �I0
� �2

r (8)

As shown in Eq. (8), the average values of the input image (I x, yð Þ) and the
retrieved image (I0 x, yð Þ) are represented as �I and �I0, respectively. The domain x, yð Þ
represents information in the image plane, while M and N show the row and column
of the image. The CC values are plotted with the number of iterations that illustrate
the error between the decrypted image and the input image continuously keeps going
down as the number of iterations increases. This process facilitates the retrieval of
better-quality images, as shown in Figure 8.

From the retrieved image as shown in Figure 8, when the CC values reach the
desired level (≥ 0.998) then the iteration process is stopped and its output (ψk) is
combined with fingerprint phase (ϕfingerprintÞ (as)

ψk⊗ϕfingerprint ¼ ϴ (9)

Here, ⊗ shows the multiplication operator. This resultant information (ϴ) is
further distributed into two parts:

(a) Binary key (B): For binary key (B), the resultant information ϴð Þ is coded
using the following mathematical identity:

B ¼ 0, ϴ<0
1, ϴ≥0

�
(10)

If ϴ is greater than or equal to zero then it is set to be 1 while if ϴ is less than
zero, it is denoted by zero. This result is coined as a binary key and kept as the private
key, which is protected using the pixel scrambling operation to make it safe for
transmission [33].

(b) C = abs(ϴ): The absolute information is just an intensity distribution that looks
like a speckle, in which the fingerprint biometric features are deeply hidden.

Figure 8
(a) Graph between the number of iterations and correlation coefficient (CC) and (b) retrieved image
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Moreover, to obtain the ciphertext (E), the information ‘C’ is processed using the two
encryption keys (RPM1 and RPM2) at the input plane and the Fourier plane using the
PTFT operation, as shown in Figure 9. This process is expressed as:

E1 ¼ PT FT C � RPM1½ �f g (11)

E ¼ PT IFT E1 � RPM2½ �f g (12)

From the process, the two decryption keys (D1 and D2) are obtained as:

D2 ¼ PR FT C � RPM1½ �f g (13)

D1 ¼ PR IFT E1 � RPM2½ �f g (14)

From the reported process, the three keys are obtained during encryption pro-
cesses, which are kept as the private keys to decode the information. As a result, our
system involves the use of public keys to encode the input data that can only be
decoded using the private keys while the fingerprint keys corroborate the user speci-
ficity throughout the optical encryption and decryption processes.

4.2 Decryption process

In order to retrieve the information, the fingerprint hologram and the reconstruc-
tion parameters are provided to be known to the user, which further enables the
process to recover the original information. This is only possible if both the provided
information is correct. Therefore, this processing step has the capability to confirm
the authenticity of the person. First, the decryption process is performed to retrieve
the information (C) from the ciphertext (E), as shown in Figure 10.

E1 ¼ PT FT E �D1½ �f g (15)

C ¼ PT IFT E1 �D2½ �f g (16)

Figure 9.
Phase-truncated Fourier transform (PTFT) scheme for encryption.

Figure 10.
Phase-truncated Fourier transform (PTFT) scheme for decryption.
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For decryption, the initially encoded information (ϴ) is first obtained from the
ciphertext (C) by applying the binary key and the scrambling key. As shown in Figure 11,
the biometric keys as the phase ΦFingerprint

� �
data and the magnitude (PÞ are involved to

obtain the input image (I). These decryption steps are mathematically given by

ϴ ¼ C⊗B ¼ abs ϴð Þ⊗B (17)

ψk ¼ ϴ=ΦFingerprint (18)

I ¼ IFT Pj j exp iψkð Þð Þ (19)

where, the term ‘abs’ represents the absolute value of a matrix.
Figure 12 shows the implementation of the optical experimental setup for

decrypting the information using electronic devices such as spatial light modulators
(SLMs) and CCD, which are controlled by a personal computer. At the beginning of
the process, the combined data of the encrypted information (E) with the private key
(D1) are shown in the SLM1 device and then illuminated by the He-Ne laser beam to
carry out optical Fourier transform (FT). This result combined with the second pri-
vate key (D2) is shown in the SLM2 device, which is further optical FT. In the last
step, the obtained information is involved digitally using the binary key (B) and
biometric keys. By performing optical FT, the CCD captures the decrypted informa-
tion.

5. Results and discussion

This section evaluates the performance of our system by performing a number of
computer simulations on a MATLAB platform. The obtained results of the system
validate the effectiveness of our scheme that exhibits higher security with keys
management and distribution.

Figure 11.
Flow diagram of the decryption process.

Figure 12.
Optical setup for decryption: CCD: charge-coupled device, SLM: spatial light modulator, d: focal length of lenses,
and SF: spatial filtering.
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Figure 13.
(a) Input image. (b) Fingerprint AM key. (c) Fingerprint phase key. (d) RPM1 key. (e) RPM2 key.
(f) Ciphertext (E).
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5.1  Input  data

  In  this  section,  the  computer  simulation  results  of  our  system  are  presented.  In  our
experiments,  the  size  of  all  images  employed  is  146  �  146  pixels.  The  input  image  to  be
encrypted  and  the  generated  biometric  keys  from  the  fingerprint  hologram  are  shown
in  Figure  13a–c.  The  RPM  keys  for  the  PTFT  scheme  are  shown  in  Figure  13d–e.  Our 
system  obtains  ciphertext,  as  shown  in  Figure  13f.

5.2  Decryption  results

  To  evaluate  our  system,  a  series  of  decryption  experiments  are  carried  out.  In  the 
first  experiments,  we  wished  to  recover  the  input  information  against  unauthorized 
attempts  using  the  possible  key  combinations  in  Figure  14a–e.  Simulation  results 
indicate  that  Figure  14a  shows  the  truly  decrypted  input  information  using  all  keys  in
the  correct  order  with  authentication.  Figure  14b  shows  the  recovered  image  using 
the  private  keys  (D1  and  D2)  in  the  wrong  positions.  Figure  14c  represents  the 
recovered  information  when  no  keys  are  employed  for  decryption.  Figure  14d  dis-
plays  the  obtained  image  by  applying  any  arbitrarily  generated  binary  key.  Figure  14e
represents  the  decrypted  noisy  data  when  the  biometric  phase  key  is  wrongly 
employed.  In  addition,  to  investigate  the  quality  of  the  recovered  data,  the  mean-
square  error  (MSE)  measures  for  Figure  14a–e  are  evaluated  as  1.5740  �  10�4,  0.2132,
0.1313,  0.1163,  and  0.2609,  respectively.  Moreover,  the  CC  parameter  between  the
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input image as shown in Figure 13a, and the retrieved image as displayed in
Figure 14a is calculated as a value of 0.998.

5.3 Effect of quantization

In the next step of experiments to make digital simulations closer to the true
physical process, we evaluated the influence of the quantization at different quanti-
zation levels in the process [33]. For this purpose, the encrypted data shown in the
SLM device and the retrieved information were captured by a CCD camera that is
quantized at different levels of quantization such as 5 bits, 8 bits, 10 bits, 12 bits, and
16 bits, respectively. In this context, the obtained images are displayed in Figure 15.
To examine the effect of quantization, the CC and MSE values are calculated. As
shown in Table 1, the results illustrate the high accuracy of our system.

5.4 Robustness of the binary key

In this section, we evaluated the system performance against the binary key. As
explained in Section 3.2, the binary key is produced as one of the private keys that are
secured by pixel scrambling operation. Using this approach, if the attacker knows the
total number of pixels present in the key, this is not sufficient to know the exact
distribution of zeros or ones. Keeping in view this point, an attempt is performed
using the true binary values of the key and its wrong distribution. We have illustrated
results as shown in Figure 16a and b by plotting MSE and CC values between the

Figure 14.
Decryption results using (a) all correct keys, (b) keys (D1 and D2) in wrong positions, (c) no keys, (d) wrong
binary key, and (e) different fingerprint phase keys.

14

Biometrics and Cryptography

163



Figure 15.
Decrypted image for different quantization levels: (a) 5 bits, (b) 8 bits, (c) 10 bits, (d) 12 bits, and (e) 16 bits.

CC valueMSE valueQuantization level

0.35250.22765 bits

0.65270.06548bits

0.88120.024010 bits

0.97930.004512 bits

2.623516 bits � 10�4 0.9968

Table 1.
Showing performance at different quantization levels.

Figure 16.
Graph to illustrate robustness of the binary key (a) mean-square error (MSE) curve and (b) correlation coefficient
(CC) curve.
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original image and decrypted images. Experimental results indicate that the true input
image is recovered if the binary key is correct while other retrieved images using the
wrong binary key represent noisy information.

5.5 Security analysis and discussion

In this section, we evaluated the system performance against iterative phase-
retrieval algorithms as reported by researchers [16, 19]. In our work, the fingerprint
object information about the amplitude and the phase keys is exploited for encrypting
the input information. In this context, the inclusions of the biometric keys make the
encryption process relevant to be user-specific. This implication breaks the linearity
and enhances the nonlinearity and complexity of the encryption process [32, 33]. In
order to access the image using the attack algorithm, the inherent noise goes on
boosting at each iterative step. Thus, our system provides resistance against the
attacks. In order to prove this point, cryptanalysis was conducted against the attacks
such as the special attack and known-plaintext attack (KPA). To illustrate the attack
process the special attack is used to break the cryptosystem with the two encryption
keys RPMs and the ciphertext, which are allowed to be known to the attacker. This
attack is based on a two-step iterative algorithm as mentioned in [16, 19]. Using known
resources as shown in Figure 13, the attacker retrieved the information as shown in
Figure 17a. Moreover, in a similar manner, our system performed cryptanalysis for the
KPA whose results are shown in Figure 17b. Thus, our systems indicate the robustness
of the proposed scheme against both the special attack and the KPA.

5.6 Comparison with other schemes

Finally, we present a comprehensive comparative performance of our system with
the recently published schemes [20, 26, 27, 30, 31, 40, 43–46]. Alarifi et al. [20]
introduced an optical PTFT-based asymmetric encryption algorithm for biometric
template protection using a cancellable approach. Takeda et al. [26] reported a smart
card holder authentication based on the DRPE scheme, in which the encryption key as

Figure 17.
Attack results: (a) special attack. (b) Known-plaintext attack (KPA).
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Security performance measuresMethodsAuthors

Alarifi
et al. [20]

Optical PTFT Asymmetric Cryptosystem-
Based Secure and Efficient Cancelable
Biometric Recognition System.

Probability of false distribution, equal error
rate, false rejection ratio, false acceptance
ratio, correlation analysis

Takeda
et al. [26]

Encoding plaintext by Fourier transform
hologram in double random phase encoding
using fingerprint keys

Equal error rate, false rejection ratio, false
acceptance ratio

Saini et al.
[27]

Biometrics-based key management of double
random phase encoding scheme using error
control codes

Equal error rate
attack-resistant,
key management

Tashima
et al. [30]

Known-plaintext attack on double random
phase encoding using fingerprint as key and a
method for avoiding the attack

Sum-squared error,
phase-only correlation,
known-plaintext attack

Zhu et al.
[31]

Computational ghost imaging encryption
based on fingerprint phase mask

Mean-square error, correlation coefficient,
robust against iterative algorithm attacks

Zhao et al.
[40]

Image encryption using fingerprint as key
based on phase-retrieval algorithm and public
key cryptography

Mean-square error, correlation coefficient,
robust against iterative algorithm attacks,
fingerprint authentication

Mehra
et al. [43]

Fingerprint image encryption using phase-
retrieval algorithm in gyrator wavelet
transform domain using QR decomposition

Brute force attack, known-plaintext attack,
and special attack
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Fourier  phase  data  of  the  fingerprint  is  involved,  which  gives  rise  to  issues  of  wrong 
authentication  due  to  positional  variation  of  fingerprint  at  the  enrollment  and  verifi-
cation  stages.  Saini  et  al.  [27]  worked  on  optical  security  using  a  DRPE  system  that 
uses  encryption  keys  linked  to  the  biometrics  of  a  user  which  offers  a  solution  to
keys  distribution.  Tashima  et  al.  [30]  presented  an  improved  DRPE  security  by 
avoiding  the  known-plaintext  attack.  Mehra  et  al.  [43]  reported  recently  an  asym-
metric  system  for  encrypting  the  fingerprint  image  based  on  quick  response  (QR)
decomposition  in  the  domain  of  gyrator  wavelet  transform.  Castro  et  al.  [45]
proposed  an  encryption  scheme  for  medical  images  based  on  fingerprint 
authentication.  Souza  et  al.  [44]  reported  an  optical  encryption  technique  in  which 
passwords  and  tokens  were  included  as  multifactor  for  authentication.  Chang  et  al.
[46]  developed  an  asymmetric  encryption  scheme  using  optical  scanning  cryptogra-
phy  by  combining  elliptic  curve  cryptography,  which  also  helps  to  achieve  keys 
management.  In  comparison  with  the  reported  encryption  algorithms  for  information
using  biometrics  as  reported  in  [20,  26,  27,  30,  31,  40,  43–46],  our  scheme  uses  the 
biometric  keys  obtained  from  the  fingerprint  hologram,  which  is  protected  by  exper-
imental  parameters,  which  help  to  enable  verification  and  authentication  at  decryp-
tion  stage.  The  digital  approach  of  biometric  key  generation  is  safe  and  secure  for 
encryption  and  decryption  processes.  Based  on  the  results  obtained  from  our  system,
it  can  resist  several  types  of  potential  attacks  because  of  its  complexity,  nonlinearity,
and  robustness  in  comparison  to  other  reported  cryptosystems.  The  obtained  out-
comes  in  Table  2  demonstrated  that  the  security  performance  measures  of  our
system  are  superior  and  reliable  as  compared  to  those  mentioned  in  the  previously 
published  work.  Our  system  has  a  simple  experimental  implementation  that  has 
included  the  involvement  of  optoelectronics  components  and  devices.  Thus,  our 
system  is  efficient  in  terms  of  security  including  the  distribution  of  keys  with 
information  authentication.
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6. Conclusions and future work

In this chapter, we have described the optical nonlinear cryptosystem using fin-
gerprint biometric keys based on phase retrieval and the PTFT scheme for image
encryption. It also showed how fingerprint biometrics can be captured based on
optical implementation using digital holography in a practical manner without incon-
venience to the person. Our system has the salient features that the capability of
biometric key retrieval from fingerprint hologram is led to authenticate the person
who possesses the ciphertext for decrypting the information. In addition, our system
meets the criteria of asymmetric encryption approach which help to provide a solution
for the key management and distribution in the encryption and decryption processes.
This system has simple implementation either numerically or optically. As a result, we
could mention clearly that our system has validity and robustness against
unauthorized attempts and well-known attacks.

In future work, a study about the use of the optoelectronic system to record a
hologram of the real fingerprint pattern of a person will be performed in order to
explore the scientific potential of the emerging field and make clear the validity of our
cryptosystem by evaluating security performance.
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Authors Methods Security performance measures

Castro
et al. [44]

A Medical Image Encryption Scheme for
Secure Fingerprint-Based Authenticated
Transmission

Mean-square error, peak signal-to-noise
ratio, running efficiency, authentication

Souza
et al. [45]

Improving biometrics authentication with a
multifactor approach based on optical
interference and chaotic maps

mean-square error, correlation coefficient,
entropy, authentication

Chang
et al. [46]

Asymmetric cryptosystem based on optical
scanning cryptography and elliptic curve
algorithm

Key management, authentication, robust
against attacks

Our work
[32, 33,
57]

Biometric-based optical systems for security
and authentication

Equal error rate, false rejection ratio, false
acceptance ratio, mean-square error,
correlation coefficient
Known-plaintext attack, special attack, key
management, authentication

Table 2.
Comparative study of our work with recent optical cryptosystems.
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Chapter 10

Secure Smart Card IP
El Hadj Youssef Wajih

Abstract

This book chapter highlights the embedded system security by designing a secure 
smart card IP. Indeed, the smart card is recognized as a privileged means of both 
storing confidential information and performing secure transactions. Its main role 
comes from the security it provides inside the system it is a part of. The specification 
and development of the elaborate smart card architecture are very delicate steps that 
require the pooling of strong competences in computer security, electronics, and also 
cryptography. The developed secure smart card IP model is based on the Gaisler 
LEON2 processor. To ensure a maximum level of security and optimal performance, a 
hardware integration of cryptographic mechanisms through instruction extensions 
was carried out. The integrated mechanisms allow for ensuring confidentiality, 
hashing, random number generation, and digital signature. The proposed smart card 
IP was implemented on a reconfigurable FPGA platform, and then on ASIC using 
40 nm CMOS technology. A surface area of 1.08 mm2 with a consumed dynamic 
power of 23 mW for a frequency of 13.5 MHz was achieved.

Keywords: cryptography, smart card, Leon2 processor, FPGA, ASIC

1. Introduction

Smart cards, as embedded systems utilized by consumers, play a crucial role in
safeguarding the security of their respective systems. However, the potential of smart
cards has significantly expanded with the introduction of multi-application cards,
offering a diverse range of services such as GSM, electronic wallets, and loyalty pro-
grams [1]. To ensure confidentiality, security, and authentication, the integration of
cryptographic mechanisms into smart cards is of utmost importance.

With the increasing diversity and openness of smart card systems, a race ensues
between smart card developers and attackers, aiming to discover vulnerabilities and
bolster security measures. Consequently, it becomes imperative to continuously
update smart card security in order to counter hardware attacks effectively. This
necessitates the implementation of robust countermeasures capable of detecting and
thwarting attempts to manipulate the card’s behavior or exploit techniques like
spatial, temporal, or information redundancy [2].

The central objective of this chapter is to design a secure smart card Intellectual
Property (IP). This endeavor encompasses the careful selection of appropriate hard-
ware components, comprising essential blocks, and the development of an efficient
interconnection system. Throughout the design process, thorough consideration is
given to performance criteria, adherence to industry standards, specific characteristics
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pertinent to smart cards, and any applicable constraints. Each individual block of the
design will undergo meticulous evaluation at multiple stages of the design chain,
thereby ensuring the integrity and efficacy of the overall system.

2. State of the art and objectives

A smart card is a plastic card that contains an electronic circuit capable of securely
manipulating information, such as storing and calculating. The evolution of smart
card technology has been marked by various significant dates. In 1974, Roland
Moreno, leading a research team for Innovation, created the first memory-based
smart cards. In 1977, the memory card advanced into a microprocessor card. In 1980,
the French company Bull produced the CP8, the first microprocessor card used for
early trials of bank cards [3]. By 1984, the first health smart card was introduced, and
the micro-module card emerged in the same year to create the first telephone cards. In
1996, the publication of the Java Card 1.0 specification by Schlumberger simplified
smart card programming. The following year, Bull, Sun, and Gemplus collaborated
with Schlumberger to found the Java Card Forum, marking the beginning of smart
card standards and specifications [4].

3. Application areas

The fields of application of smart cards have continued to grow. Initially designed
as simple token carriers, such as telephone cards, they first became secure document
carriers (health card) before becoming mobile code carriers (Java Card). The major
application areas of microprocessor cards are [5]:

• Telecommunications: with SIM cards for GSM mobile networks, and telephone
cards

• Banking: with EMV payment cards and electronic wallets such as Moneo

• Security and access control: with electronic identity cards, biometric passports,
pay-per-view television, and contactless payment with the RATP’s Passe Navigo
card

• Health: with the French Vitale card and the future NetCards card in Europe.

4. Standards and characteristics

4.1 Standardization level of smart cards

The level of standardization of the smart card is remarkable. Whether it is a bank
card or a SIM card, it will be recognized by the reader device (mobile phone or bank
ATM). Three types of parameters are standardized: physical parameters that set the
size and positions of the chip and its contacts, electrical parameters specifying the
supply voltages, various pins, and software parameters defining the communication
mode with the card.

2

Biometrics and Cryptography

174



Figure 1.
Pinout of a contact smart card.
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  The  standardization  of  smart  cards  has  resulted  in  the  publication  of  international
standards.  The  classic  or  contact  smart  card  is  standardized  by  the  ISO7816  standards
(-1,-2,-3,  and  -4).  These  standards  define  respectively,  the  physical  characteristics  of 
the  card,  the  position  and  pinouts,  the  electrical  levels,  and  the  various  basic  com-
mands  [6].  On  the  other  hand,  contactless  cards  are  governed  by  the  ISO14443 
standards  (-1,-2,  and  -3).  They  contain  specifications  for  the  part,  the  electrical  inter-
face,  as  well  as  the  communication  and  collision  management  protocol  [7].

4.2  Different  types  of  smart  cards

  The  cards  are  divided  into  two  families:  contact  cards  (memory  or  microprocessor)
and  contactless  cards  [8].

4.3  Contact  cards

  A  contact  smart  card  has  eight  visible  connectors.  Three  connectors  are  reserved 
for  future  use  (RFU:  Reserved  for  Future  Use).  The  electrical  power  supply  (pins  VCC
and  VSS,  usually  5  V)  and  the  clock  at  around  3.5  MHz  (Clock)  are  included.  The 
smart  card  can  be  rebooted  by  the  reader  by  briefly  setting  the  RESET  pin  to  0  (hot 
reset).  Communication  between  the  chip  and  the  reader  can  be  in  serial  mode,  bit  by 
bit,  on  the  input/output  pin.  The  Vpp  pin  was  previously  used  for  programming  the 
chip  (Figure  1).  There  are  two  types  of  contact  smart  cards:  memory  cards  and 
microprocessor  cards  [9].

4.3.1  Memory  cards

  This  type  of  card  consists  essentially  of  an  EEPROM  memory  that  does  not  require
high  programming  voltage.  This  memory  is  generally  programmable  only  once 
(OTPROM:  One  Time  Programmable).  Memory  cards  are  used  in  the  field  of  tele-
phony  where  the  programming  principle  is  irreversible.

4.3.2  Microprocessor  cards

  This  type  of  smart  card  is  composed  of  a  chip  used  to  perform  complex  functions.
It  can  be  considered  as  a  mini-computer  that  includes  all  the  components  that  are
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usually found on a PC motherboard on a system-on-chip (SoC). This chip includes a
microprocessor (8-bit, 16-bit or 32-bit), a memory area (ROM, EEPROM, RAM), as
well as several calculation devices used, among others, for cryptography (such as RSA,
DES, Random, etc.) and a data transmission interface (UART). This chip has a surface
area of less than 25 mm2. They are particularly used in bank cards, health insurance
cards, but also SIM cards (Subscriber Identity Module) used in mobile phones.

4.4 Contactless cards

Contactless smart cards or RFID (Radio Frequency Identification Device) cards are
not directly connected to the reader by a physical contact; the connection is made
through an electromagnetic field. To function, the contactless card must be placed at a
distance of less than 3 cm from the reader. To be powered, the card uses inductive or
capacitive coupling. The clock used for card synchronization can be internal, and the
inputs/outputs are made by modulation of the power supply. This type of card is used
for access control systems, animal identification, containers, consumer products, etc.

4.5 Combined cards (Combi)

Combi cards, also referred to as dual interface cards, are cards that integrate
contact and contactless technologies onto the same chip. They possess two distinct
interfaces that enable their use in both contact and contactless modes, making them
versatile and ideal for various applications like access control, public transportation,
and electronic payment systems. The contact interface provides high security, while
the contactless interface offers convenience and faster usage. Due to their ability to
provide a seamless transition between contact and contactless modes, the use of
combined cards is increasingly prevalent.

5. Steps of manufacturing

The manufacturing process of the electronic chip follows the same process as an
integrated circuit, starting from the design and development phase, to the extraction
of the wafer using specific CAD tools. These tools are used to make etchings on the
wafer to produce the intended functionality of the chip. After the testing phase, the
sawing process and finally the extraction of the chips are initiated [10].

The assembly of the chip onto the metal part of the card is illustrated in Figure 2.
The legs of the chip are bonded to those of the protective module (side A) using a low-
resistance wire. Side B represents the external contact support of the chip ensuring the
connection with the reader.

Figure 2.
Chip module realization.
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The chip module is then inserted into the PVC card. A cavity is excavated to fix the
chip module (Figure 3).

Pour the manufacturing of the contactless smart card, the steps are similar to the
contact smart card. However, an antenna is needed to facilitate data exchange by
chemical etching of copper or aluminum on the PVC card.

6. Industrialized smart cards

The smart card industry has been constantly evolving in recent years thanks to the
advancement of semiconductor technology as well as the widespread use of smart
cards in modern society, such as in e-commerce, telecommunications, identification,
access control, health, banking, entertainment, and transportation, etc.

The architectures proposed by different manufacturers depend on the application
domains to which they are dedicated. The processor speed and memory block sizes
(ROM, RAM, and EEPROM) integrated into the card’s chip vary from one manufac-
turer to another. Industrialized cards may include 8/16/32-bit RISC architecture pro-
cessors, clocked at frequencies ranging from 4 MHz for older versions up to 60 MHz
for recent versions (Table 1) [11, 12].

Secure smart cards also exist in the global market with the integration of crypto-
graphic modules ensuring the security of information stored in the chip as well as
securing transmitted data.

7. Proposed smart card IP

The architecture consists of a 32-bit microprocessor with a 5-stage pipeline, which
forms the core of our IP, memory blocks (ROM, RAM, EEPROM), a 32-bit crypto-
processor (ECDSA, AES, RNG, SHA), and a communication interface (UART)
connected to the card contact, ensuring communication with the reader (Figure 4).

During the design of the proposed smart card, standard mechanical and electrical
constraints are taken into consideration [1]:

• Hardware Configuration: 32 KB ROM (for OS), 64 KB EEPROM (machine codes,
information), and 8 KB RAM (data).

Figure 3.
Assembly processes for smart cards.
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• ISO7816-1/2 Standards: surface area of 25 mm2, thickness of 200 μm, and
dimensions of 85x54x0.76 mm.

• ISO7816-3 Standard: frequency range between 1 and 5 MHz for contact cards and
13.56 MHz for contactless cards according to the ISO14443 standard.

7.1 Choice of the processor

Currently, there is a wide range of dedicated processors for smart cards in the
semiconductor market. Among this wide range, we can mention the AVR processor
from Atmel, SecuCalm16 from Samsung, sc300, Cortex M0/3, and ARM7TDMI from
ARM [13], the ST22XJ64 from STMicroelectronics, and SLE 88CX720P from Infineon
Technologies [11–19].

Manufacturer Year ROM
(ko)

E2PROM
(ko)

Flash
(ko)

RAM
(ko)

Processor

Motorola SC01/
MAM01

1983 1,6 1 (EPROM) NA 36o 6805, 8bits, 4 MHz

TRT-Philips
P83C852

1995 16 4 NA 256o 80C51, 8 bits, 10 MHz RSA/DSA/
DES

Atmel
AT90SDC100

2010 128 36 NA 6 AVR, 8/16 bits RISC, biprocessor,
30Mhz 3DES/AES/TRNG

Infineon
SLE78CX1440P

2010 288 144 NA 8 Dual 16 bits, 33 MHz RSA/EC/AES/
3DES/SHA2/TRNG

ST Microelectronics
ST33J2M0

2016 NA NA 2048 50 ARM, 32-bit RISC, 60 MHz AES/
DES,/Nescrypt co-processors

Samsung
S3FT9MH_ID

2019 40 NA 500 14 SecuCalm16-bit 3DES/AES/RSA/
ECC

Table 1.
Characteristics of some industrialized smart cards.

Figure 4.
Proposed IP smart card architecture.
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In recent years, Gaisler Research, under contract with the European Space Agency
(ESA), developed a processor called LEON2 [20]. It is used in embedded systems on
board satellites. The LEON2 processor is available in two versions: Standard and Fault-
tolerant. This processor is defined by a freely usable IP described in VHDL RTL
(Figure 5).

The interest in the Leon2 processor is demonstrated by the recent production
by ATMEL of a component for space applications based on this processor [19]. It is
also used in an increasing number of applications thanks to its characteristic of being
a freely usable IP. LEON2 was the core of an identification portable system
described in [21, 22], and it has also been used to manage a wireless communication
application in [23].

Apart from the license, several characteristics led to the choice of LEON2 as the
core of our application:

• 32-bit RISC architecture with a 5-stage pipeline;

• Configurable instruction/data cache memories;

• A wide variety of possible configurations;

• Easy porting to different hardware targets;

• A UART interface for data transmission and reception;

• A memory controller that can reach 32-bit addresses and data;

• Possibility of adding new applications through its coprocessor.

Figure 5.
LEON2 processor architecture.
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7.2 Cryptographic mechanisms

An electronic smart card, whether it is a SIM card, credit card, access card, trans-
portation card, or health card, includes a microprocessor that can store sensitive
information. Hence the need to integrate security mechanisms and cryptographic
means to ensure that information has not been altered during communication (integ-
rity), to avoid disclosure of their content to third parties (confidentiality), and to
identify the author of a document or transaction (authentication).

Modern electronic systems such as smart cards increasingly incorporate compo-
nents called IPs that can be inserted into any type of design and which provide certain
functionalities whose complexity can reach the heart of the processor. The data path
of the chosen LEON2 processor is 32-bit, hence the need to adapt the different
cryptographic modules. In this work, four IPs providing cryptographic mechanisms
are proposed: SHA_1, RNG, ECDSA, and AES. The architectures of the developed IPs
are 32 bits. Constraints related to the smart card are taken into consideration during
the design of these IPs, which are speed, surface area, and power consumption.

7.2.1 Integrity mechanism

Integrity is a technique used to preserve the integrity of information. It is ensured
by a function called hashing, which generates a fingerprint (or hash) of a message.
The main functionality of hashing is to verify that the message received by the
recipient has not been altered during transmission. This mechanism is also used for
digital signature of the message. In this work, the SHA (Secure Hash Algorithm)
hashing standard was used. It was designed by the United States National Security
Agency (NSA) and published by the National Institute of Standards and Technology
(NIST) in 1993. The SHA_1 hashing algorithm generates a 160-bit compressed output
from a message of length less than 264-bits [24] with a block size of 512 bits. The first
step of this algorithm is to fill or add (Padding) bits to the message M in such a way
that the length of the resulting message is a multiple of 512 bits. Then, 80 logical
functions defined on words and 80 32-bit constants are performed. These functions
produce 32-bit words as output and take three 32-bit words as input [24]. The SHA_1
hashing function is described by a 32-bit architecture as follows (Figure 6).

The message to be hashed is loaded in blocks of 32-bits through the input interface.
Then, the words are processed on 32-bits. Finally, an output interface generates 5
blocks of 32-bits constituting the hash (160-bits).

7.2.2 Random number generator mechanism

Secure random number generation (RNG) is an essential function in cryptography
and for computer security in general. Cryptographic mechanisms are public, and their
security is based on the secrecy of the encryption key (Kerckhoffs’ principle). This
key must be unpredictable and generated automatically to prevent the possibility of
disclosure by an unauthorized third party. Modern cryptographic systems, such as
digital signatures, rely heavily on random number generators for producing encryp-
tion keys [25].

A random number generator takes an input value, called a seed, and produces an
output number that is the result of a computational algorithm. These functions are
generally resource-intensive and time-consuming. Pseudo-random generators involve
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applying a non-linear function by combining several linear feedback shift registers
(LFSR) of different sizes.

In this work, the pseudo-random generator W7, which is a standard for GSM
communication, was used for key generation due to its performance (speed, com-
plexity, and low power consumption). It is a stream cipher algorithm published in
April 2002 by Thomas, D. Anthony, T. Berson, and G. Gond. The internal architecture
of W7 consists of three Linear Feedback Shift Registers (LFSR) of respective lengths
38, 43, and 47 bits with periods of 2^38-1, 2^43-1, and 2^47-1. Modifications were
made in this manuscript to generate keys of size 163 bits to adapt to the datapath of
LEON2. Specifically, each register was subdivided into two 32-bit registers. An output
interface is used to group the randomly generated bits into 6 blocks of 32 bits to
generate a random key of 164 bits (Figure 7).

7.2.3 Authentication mechanism

Operations such as bank transactions, personal authentication, and access to
workplaces require the signature of the concerned person. Especially, when they are
conducted via an open system like the internet. Hence arises the need to design digital
signature mechanisms for the authentication of individuals and companies making
purchases or sales over the internet.

Digital signature seeks to digitally mimic a handwritten signature. It consists of a
string of bits that depends on the message and a secret key known only to the signer.
In practice, digital signature schemes use a hash function that generates a digital
fingerprint of a message m to be signed.

There are several digital signature standards that have been developed, such as
DSA (Digital Signature Algorithm), digital signature based on the RSA algorithm
(Rivest, Shamir, and Adleman), and digital signature based on elliptic curves
(ECDSA) which appear in standards ANSI X9.62, FIPS 186-2, IEEE 1363-2000, and
ISO/IEC 15946-2 [26]. This scheme, known to be safe and efficient for data authenti-
cation, has been used since 2000 by many banks for customer authentication, having
key sizes of the order of 163, 271, and 571 bits. It is dedicated to support with specific
constraints for smart cards. The 32-bit architecture of the ECDSA digital signature
scheme is illustrated by Figure 8.

Figure 6.
32-bit SHA-1 function architecture.
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The proposed architecture consists of a SHA_1 hash block, a random number
generator (RNG), a library of arithmetic operators over the Galois field GF(2n),
and modular operations (inversion, multiplication, and addition) based on 32-bit
architectures. This library is necessary to perform operations on elliptic curves as
well as scalar multiplication KP, which represents the basic operation for the elliptic
curve digital signature algorithm (ECDSA). The ENABLE signal initiates data input.
The clock signals CLK and RESET enable the block to be synchronized, and the
DONE signal indicates the end of the operation. A control unit is responsible for
activating/deactivating the key pair generation process, as well as signature genera-
tion/verification.

7.2.4 Confidentiality mechanism

The confidentiality mechanism ensures that information is made unintelligible to
unauthorized individuals, entities, and processes.

In this work, the AES (Advanced Encryption Standard) algorithm is chosen to
secure data stored in the smart card. It is a block cipher encryption/decryption algo-
rithm, where messages are encrypted in blocks of 128 bits (16 bytes) with key sizes of
128, 192, or 256 bits. The key size defines its level of security, with larger key sizes

Figure 7.
32-bit W7 random number generator architecture.
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providing higher security levels [27]. This algorithm has been chosen to be fully
operational and secure in any type of environment, which encouraged us to opt for
AES with a 128-bit key to ensure the confidentiality service of the smart card. The
choice of this algorithm meets many criteria such as its robustness against potential
attacks, high processing speed, low resource and memory requirements, and ease of
implementation (SP Network) with great flexibility.

In the remainder of this chapter, we have chosen AES with a 128-bit key in its
version with 10 rounds. Initially, the plaintext is combined with the first round key
K0, equal to the key, through the ADDRoundKey function. Each of the first nine
rounds consists of four transformations: SubBytes (4 32-bit SB (i) blocks), ShiftRows,
MixColumns, and ADDRoundKey. The last round consists of the same functions as a
regular round, except for the MixColumns transformation.

The 32-bit architecture of the AES algorithm is described by Figure 9. An
Input_Buffer input buffer allows loading the message to be encrypted (or decrypted)
in 32-bit blocks. The 128-bit key is loaded onto 4 32-bit blocks. For decryption, the
InvSubBytes (4 32-bit InvSB (i) blocks), InvShiftRows, and InvMixColumns func-
tions are used. A control unit manages the activation and deactivation of the different
blocks. An Output_Buffer output buffer allows the encrypted message to be returned
in 4 32-bit blocks.

8. Modified architecture of Leon2 processor

Modifications were made to the block diagram of the Leon2 processor by adding a
crypto-processor and external memories (PROM, SRAM, and EEPROM). These dif-
ferent blocks were developed in the previous sections. Unlike software implementa-
tion, which suffers from poor performance, the hardware implementation of
cryptographic primitives is recognized to be more efficient in terms of speed, memory
usage, and power consumption for embedded systems.

Figure 8.
32-bit ECDSA based digital signature architecture.
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8.1 Cryptographic instructions set extension of the LEON2 processor

A variety of work is focused on improving the security of processors and aims to
extend cryptographic instructions. The work described in [28, 29] presents sets of
elliptic curve instructions that have been incorporated into a variety of processors. In
publications [30–33], the authors focused on extending instructions for a random
number generator, cryptographic modules, symmetric cryptosystems, and the AES
algorithm. Hardware implementation of cryptographic primitives is recognized to be
more efficient compared to software implementation, in terms of speed, occupied
surface, and power dissipated for embedded applications. Hardware implementation
also ensures a higher level of security, as a circuit cannot be easily attacked. Hence,
there is an interest in hardware implementation in the continuation of our work.

In this section, we will present the principle of integrating new instructions into
the core of the LEON2 processor to support the developed cryptographic mechanisms
(RNG, SHA, ECDSA, and AES). To achieve this, the entire unit (IU) of the LEON2 is
extended by integrating cryptographic instructions through coupling hardware IPs to
the processor’s data path to extend its instruction set (See Figure 10).

There are several return paths from the different stages to the decoding and
execution stages. The memory stage is connected to the data cache. The cryptographic
unit (CU) grouping cryptographic primitives extensions is described in previous

Figure 9.
32-bit architecture of encrypt/decrypt AES algorithm.
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sections. The cryptographic unit is implemented in parallel with the “ALU/Shifter”
unit. The operands “op1” and “op2” of the cryptographic unit can be blocked at the
input of the ALU/Shifter, as long as this unit is active. There are two input registers
“rs1.data” and “rs2.data”. Additional multiplexers on the return paths and output
paths prevent the propagation of critical data.

8.2 Proposed instructions

The LEON2 processor is a 32-bit SPARC V8 RISC architecture that has different
instruction formats with three and two inputs and one output operand.

8.2.1 SHA_1 instruction

The SHA_1 instruction consists of a 32-bit operand rs1 for inputting the message to
be hashed in 32-bit blocks. The result is stored in the destination register rd on 32 bits.
The principle of this instruction is shown in Figure II.22. The format of this instruction
is as described by Eq. (1).

SHA� 1 rs1 rd (1)

8.2.2 RNG instruction

The RNG instruction is a hardware instruction used to generate random numbers,
and it does not take any operands. The result of this instruction, a 32-bit random

Figure 10.
Modified architecture of Leon2 integer unit.
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number, is stored in the destination register rd. The format of the instruction is
simply (Eq. 2).

RNG rd (2)

8.2.3 ECDSA instruction

The proposed instructions for key initialization, generation, and verification of
ECDSA digital signature are illustrated in Eqs. (3)–(5).

ECDSA_INIT_KEY rs1, rs2, rd (3)

ECDSA_SIGrs1, rs2, rd (4)

ECDSA_VERIFY rs1, rs2, rd (5)

These instructions have two source operands rs1, rs2, and one destination operand
rd for the result. These three registers, predefined by the SPARC V8 processor core,
have a size of 32 bits. The calculation parameters are entered in blocks of 32 bits.
Therefore, to enter operands of 163 bits, 6 blocks of 32-bit size each are required. The
result is stored in the destination register rd of 32-bit size.

8.2.4 AES instruction

The cryptographic instructions AES_ENC and AES_DEC (Figure II.25) use three
registers: two for the source operands and one for the result. Their syntax is as
presented in Eqs. (6) and (7):

AES_ENC rs1, rs2, rd (6)

AES_DEC rs1, rs2, rd (7)

9. Hardware implementation results

9.1 Implementation on FPGA platform

In this section, the synthesis results of the cryptographic instruction set extension
are performed using the Xilinx ISE tool on the VirtexV FPGA platform (XC5VFX70)
and are given in Table 2. The characteristics of the different solutions developed are
expressed in terms of frequency, LUTs Slice and FFs Lut pairs used which allows us to
analyze the suitability of the proposed solutions for the smart card.

9.2 Implementation of ASIC

Logical synthesis consists of transforming an RTL description into an
interconnected network of logic gates that perform the desired functions. The system
to be designed is decomposed into combinational logic and memory blocks. The
SYNOPSIS Design Compiler software allows for synthesis and optimization using the
DESIGN-ANALYZER tools (in graphical mode) and DC-SHELL (in command-line
mode). During the optimization phase, the tool uses two constraint models: implicit
constraints (imposed by the technology library) and explicit constraints imposed by
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the user. The output result is a logical netlist represented in Verilog format. This
format is also used to transport the netlist from the synthesis tool to the placement and
routing tools.

The synthesis of the smart card IP is carried out with timing constraints for the
40 nm target technology. For the frequency ranges imposed by smart card standards,
the proposed IP occupies an area of approximately 1.08 mm2 with a dynamic power
dissipation of no more than 23 mW for a frequency of 13.5 MHz.

10. Conclusions

In this chapter, we have studied smart cards as a type of consumer embedded
systems. Their main role comes from the security provided by smart cards inside the
system to which they belong. After a thorough study of smart cards, the LEON2
processor from Gaisler was selected to develop a smart card IP. A hardware solution to
emerging data security problems was presented, with cryptographic IPs providing
confidentiality, hashing, random number generation, and digital signature using a 32-
bit data path to meet the bus size of most existing smart card architectures on the
market. These cryptographic functions were incorporated into the LEON2 processor
instruction set, and external memory blocks were also integrated to design the pro-
posed smart card IP.

To demonstrate our IP, we opted for hardware implementation on an FPGA
platform, which provides a prototyping and evaluation support. Then, implementa-
tion on ASIC with 40 nm CMOS technology was carried out.

OccupationFrequency Max. (MHz)Module

FFs PairsLUTs Slice

66197100108.242IP+ none

84077875111.481IP + AES_Enc

90308292114.364IP + AES_Dec

78357016109.459IP + RNG

82207190111.481IP + SHA_1

23,29020,545114.199IP + ECDSA_INIT_KEY

24,531 slice register25,45090.645IP + ECDSA_SIG

25,52742,431110.189IP + ECDSA_VERIFY

Table 2.
Performance of smart card IP with modified Leon2 processor core.
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