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Preface
Recently, social network data analysis is gaining more importance in various domains,

such as business, crime analysis. It is rapidly gaining interest of the research community

in various aspects, which is basically mapping and measuring of relationships and flows

between people, groups, organizations, computers, URLs, and other connected informa-

tion/knowledge entities. It is a difficult task due to the availability of huge amounts of data

along with very complex structures. Therefore, a systematic discussion on various social

network-related issues and challenges is always on demand. In addition, there are very

limited numbers of books and resources available in this domain. In view of this, an edited

volume focus on various technical concepts and aspects of social network analysis was

planned. Contributions were received from across the globe on some emerging areas of

research in this domain, such as social network patterns, social network models, visual-

izing andmodeling, modeling social change, social network techniques, statistical models

for social networks, SNA characteristics, social networking applications, various case

studies, social networking challenges and future perspectives. Out of these, 13 contribu-

tory chapters were selected to develop a complete volume.

The book is segregated into three sections based on the nature of the contributions;

that is, Introduction and Background, Social Network Analysis and Applications and Case

Studies. Introduction and Background section comprises two chapters; three chapters

form the Social Network Analysis section and we have eight chapters under Applications

and Case Studies.

Social network and its various aspects are introduced by Panigrahi and Borah in the

first chapter. They are also discussing classification, prediction, and analysis of social net-

work data using Facebook metrics dataset as an example. Supervised classifiers are used

for the analysis. Design, issues, emerging trends, and security of social network are elab-

orated in the second chapter by Rath et al. The chapter also exhibits an exhaustive review

of various security and protection issues in social networks that directly or indirectly affect

the individual member of the network. Furthermore, different threats in social networks

have been focused that appear because of the sharing of interactivemedia content inside a

social networking site.

Leila Hedayatifar puts forward a discussion on the emergence of stable and glassy

states in the dynamics of social networks. This chapter is a part of the second section

as it provides an analysis on the states of the social networks. It is followed by a discussion

on the concept of de-anonymization of anonymized social networks by B.K. Tripathy. He

also highlights the algorithms developed so far to achieve it by making an analysis of the

effectiveness of these algorithms. Additionally, some problems in that direction, giving

light on further research are discussed.
xvii



xviii PREFACE
The third section contains the chapters that highlight the uses of social network and

related data in various aspects. Singh, Halgamuge, and Moses provide an analysis of

demographic and behavior trends using social media with reference to Facebook, Twitter,

and Instagram. This chapter reviewed 30 research works on the topic of behavioral anal-

ysis using social media with a defined time frame. The authors have studied previous pub-

lications and analyzed the results, limitations, and number of users to draw conclusions.

Rezende et al. put forward a discussion on social network influence on mode choice and

carpooling during special events. They are analyzing the samewith the help of a case study

on Purdue game day. They present a multinomial logit model and a personal network

research design (PNRD) 48 approach to explore the social network influence on mode

choice decisions (car, walk, carpool, bus, 49 and other) during a special event held at a

university campus. On the other hand, Chakraborty et al. put forward a discussion on sen-

timent analysis on a set of movie reviews using deep learning techniques. They have ana-

lyzed the sentiment of 50,000 IMDB movie reviews collected online. The authors have

applied Google’s Word2Vec and Doc2Vec algorithms for text classification of the reviews.

Predictions are made by using clustering and classification techniques. Another discus-

sion on sentiment analysis is provided by Tiwari et al. This analysis is for airline services

based on twitter dataset. They present positive as well as negative sentiments and their

correlation about customer tweets using the BIRCH algorithm and association rule min-

ing techniques. Gogoi et al. propose an alternative allocation rule for multilateral interac-

tions and isolation in middlemen-driven network games. They are replacing the axiom of

efficiency by multilateral interactions to cover many possible networks and call this

allocation rule as the network middlemenmultilateral interaction value. The authors also

provide numerical illustrations using international trade and internet server traffic data.

Ghatak, Ray, and Mukherjee illustrate a methodological and empirical study on the inter-

play of identity and social network in their contribution. They attempt to understand the

pattern of human social connection. The authors have observed that in the daily run of

life, people always exercise a choice when it comes to determining the people with whom

they connect. Carril et al. discuss on the use of social networks in the field of secondary

education. The results achieved by the authors implicate that adolescents make use of

social network systems for leisure, remaining these tools underutilized for academic

issues. There are also significant differences in terms of gender, with women using social

networks for a communicative purpose, oriented toward social relationships, while men

use them for leisure and with a more hedonistic objective. NGOs have found in social net-

works a tool to reach their target groups more effectively. In their article, Garcı́a Galera

et al. address the role of digital communication in those organizations for the purpose

of achieving their civic objectives.

This volume is aimed at bringing authors and researchers to a common platform to

report the recent developments and findings in this emerging area of research. Contribu-

tions from various aspects of social network analysis are analyzed and incorporated. We

hope, the volume will cater and help interested researchers and students to carry out fur-

ther research in this area.



1
Classification and Analysis of
Facebook Metrics Dataset Using
Supervised Classifiers
Ranjit Panigrahi, Samarjeet Borah
Department of Computer Applications, Sikkim Manipal Institute of Technology, Sikkim

Manipal University, Majitar, India
1 Introduction

The transition from static webpage to dynamic sharable webpages adds a new feather to

the World Wide Web. This leads to the evolution of social media. Starting from simple

communication to product marketing and election campaign, social networks play a cru-

cial role as a fast broadcasting of information. It is the most popular communication

medium and considered as the voice of common people, specifically among youths [1].

Social networks are not only considered to be the most important sources of information

sharing [2–4], but also it is quite helpful for other activities such as blogging, discussions,

news, remarks [5], reviews, and ratings [6, 7]. Many organizations felt about the potential

of social network for attracting their target audiences for better brand building and [8]

developing strategies to enhance their businesses by means of advertisements [9–11].
Due to such versatile use of social networks, social network analysis (SNA) becomes

the center point of attraction among many researchers. SNA is the process of plotting

and computing the relationships among people, organizations, and other entities as well

as estimating their interests, patterns, and future course of action. In today’s scenario, SNA

has been adopted as a suggestive and as an analytic approach [2, 12].

Most of the researches focused on establishing the relationships between social net-

work contents and the effect of such contents on the target audiences [13] and developing

an effective system for prediction [9, 14] and better decision-making. From an organiza-

tional perspective, social media prediction is considered to be more effective as it is

related to brand building [9, 15] and evaluating the market trends [16]. An effective

prediction is possible by means of an accurate classification only [17, 18]. The challenge

lies with accurate classification, that is, the selection of best classifier for the aforesaid

tasks. In order to get a better prediction result, the classifier must be smart enough to clas-

sify accurately the underlying dataset. Once the dataset is classified accurately then the

system can predict any future post about the user interests.
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00001-3
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2 SOCIAL NETWORK ANALYTICS
The objective of this study is to

• Analyze a Facebookmetrics dataset understanding the characteristics of each features.

• Classify the dataset using 21 supervised classifiers of 7 popular groups and suggest the

best classifier out of the classifier pool.

• Further analyze the classifiers across prediction probability to justify our claim about

the best classifier at the previous step.

This article begins with an analysis of the Facebook metrics dataset provided by Moro

et al. [9]. The dataset is further classified using 21 classifiers of 7 popular groups having

3 classifiers of each group. After a successful classification, the classifiers are considered

for predicting unknown instances using 10 different test cases and the probability of

prediction has been analyzed for individual test cases. The rest of the chapter is as follows.

Section 2 describes the literature reviews, Section 3 focuses on dataset analysis, Section 4

is solely dedicated to results and discussion, followed by conclusion and future work in

Section 5.
2 Literature Review

Social network classification approaches aremost useful for grouping incoming instances

based on some patterns and constraints [17–21]. It can be used to predict categorical class

labels and classifies data based on training set and class labels and it can be used for clas-

sifying newly available data. A sum total of 21 classification techniques of 9 different

groups are taken into consideration for the evaluation of best classifiers and subsequent

prediction. These classification techniques have significant impact on social media clas-

sification and analysis. The classification techniques and their significance is presented

further.

2.1 Bayes Classifiers

In a Bayesian classifier, the learning module constructs a probabilistic model of the

features and uses that model to predict the classification of a new example [22]. The

variations of Bayesian classifiers used here are:

A Bayesian network builds a model by establishing the relationships between features

in a very general way. The Bayesian network is useful to classify the feature of any social

network dataset if these feature relationships are known beforehand.

The classification task begins with classifying an arbitrary attribute y¼xm called the

class variable, where y 2 x:x¼x1, x2, …, xn attribute variables. A classifier h: x!y is a

Bayes net classifier that maps an instance of x to a value of y. The Bayes net algorithm

[23] used in the literature assumes that all the variables are discrete in nature and no

instances have missing values.

This Naı̈ve Bayes classifier works in a supervised manner, in which the performance

objective is to predict accurately an incoming test instance using the class label of
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training instance. It is a specialized form of Bayesian network where the attributes

of the instances under prediction are conditionally independent and there should not

be any hidden attributes present to influence the prediction process. Similar to

Bayes Net, attributes under the Naı̈ve Bayes should be discrete in nature. Naı̈ve

Bayes has a significant impact on social media analysis. Jiamthapthaksin et al. [24]

presented a summarizing approach of user preferences based on user behaviors on

Facebook page categories. The summarizing approach was created using the Naı̈ve

Bayes classifier along with other classification techniques. Further, Turdjai et al. [25]

explored twitter data messages of top market palaces in Indonesia using five different

supervised classifiers such as K-Nearest Neighbor, Logistic Regression, Naı̈ve Bayes,

Random Forest, and Support Vector Machine for analyzing marketplace customer

satisfaction. Their analysis shows that the Support Vector Machine has an accuracy

of 81.82% with 1000 sampling dataset and 85.4% with 2000 sampling dataset.

The hidden Markov model is an intelligent classifier for social network classification

and analysis. The classifier is popular because of its tendency of sequence

classification. Innovative modeling and detection techniques for Counter-Terror

Social Network Analysis and Intent Recognition [26] have been proposed using the

hidden Markov model (HMM). Similarly, a multidimensional hidden Markov model

(MultiHMM) [27] was also proposed to analyze online network performance metrics

using multiple traces from Twitter data, where original traces are analyzed and

compared with the MultiHMM-generated traces. HMM was also used as an

evolutionary model for ranking influence [28] of twitter by combining network

centrality and influence observables.
2.2 Function Classifiers

The classifiers under this group are nonprobabilistic in nature, where the system tries to

generalize the training data before the actual classification has taken place.Many variants

of function classifiers have been proposed. The candidate classifiers that we consider

under this group are the following.

Many literatures used LibSVM as a classification mechanism for social network anal-

ysis. The LibSVM was used for the term weighting method [29] for identifying emotions

from the text content. The joint approach of SVM and LibSVM significantly improved the

prediction accuracy.

Multilayer perceptron (MLP) has been used for Spam profile detection [30], sentiment

analysis [31] in social networks, and classification of social network users [32]. Khadangi

et al. [33] used MLP for measuring the relationship strength in online social networks

based on users’ activities and profile information, where MLP achieved a classification

accuracy of 87%. Further, an MLP-based emotional context recognition system [34]

was proposed for classifying online social network messages. In their research MLP

achieves accuracy in a range of 59.03%–96.82% for various classes.



4 SOCIAL NETWORK ANALYTICS
LibLinear [35] is an open-source library mostly used for large-scale linear classifica-

tion. It uses logistic regression and linear support vector machines for the classification

task. Many social network data were modeled using the LibLinear classification mecha-

nism. For an instance, a target-oriented tweets monitoring system [36] was proposed to

detect the messages that people updated during natural disasters into a social network.

It provides the user the desired target information type automatically. Their approach

achieved 75% classification accuracy.

2.3 Lazy Classifiers

All the classifiers under this group are termed as Lazy, because as the name suggests

generalization beyond the training data is delayed until a query is made to the system.

That is, it does not build a classifier until a new instance needs to be classified. Due to this

reason, these classifiers are called instance based and consumes more computation time

while building the model. The classifiers under consideration of lazy classifiers are Kstar

[37], RseslibKnn [38], and locally weighted learning (LWL) [39, 40].

KStar [37] is a K-nearest neighbors classifier with various distance measures, which

implements fast-neighbor search in large datasets and has the mode to work as RIONA

[41] algorithm. KStar has a significant impact of classification and prediction. Due to

its wide application [42–45], KStar becomes a potential candidate classifier for analysis.

LWL is another smart classifier which incorporate an instance-based mechanism to

assign instance weights which are then used by a specified weighted instances handler

for classification and prediction. Markines et al. [46] proposed a social spam detection

method by evaluating many classification mechanisms. In their research work, LWL

achieved a high detection rate of 97.68%. A reality mining-based social network analysis

[47] was conducted using the LWL classifier along with other associate classifiers, where

the accuracy rate of LWL was realized by an amount of 86.67%.

2.4 Metaclassifiers

Metaclassifiers are usually a proxy to the main classifier, used to provide additional data

preprocessing. Three classifiers such as Decorate [46, 48, 49], Rotation Forest [50], and

Ensemble Selection [51] are chosen here for analysis because of their wide acceptance.

A group of popular classifiers were examined for uncovering social spamming [52],

where Decorate as a supervised classifier attracts 99.21% leaving its peers far behind. Sim-

ilarly, characterizing automation of twitter spammer [53] was carried out on 31,808 twitter

users using the Decorate classifier. Moving ahead, many social learning techniques

including Rotation Forest were used for student exam scores’ prediction by analyzing

the social network data [54].

2.5 Rule Classifiers

Three rule-based classifiers are selected here for exploring Facebook metrics dataset.

These are the Fuzzy Unordered Rule Induction Algorithm (FURIA) [55], Lazy Associative
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Classifier (LAC) [56], and the Decision Table and Naı̈ve Bayes (DTNB) [57]. Many perfor-

mance analyses [58–61] were conducted using these classifiers.

2.6 Tree Classifiers

The principle of splitting criteria is behind the intelligence of any decision tree classifier.

Decision trees are presented similar to a flow chart, with a tree structurewherein instances

are classified according to their feature values. A node in a decision tree represents an

instance, outcomes of the test represented by branch, and the leaf node epitomized the

class label. Three variations of decision trees are explored here, viz., Best First Decision

Tree (BFTree) [62, 63], ForestPA [64], and SysFor [65] because of the fast model build time

and processing speed.

2.7 Other Classifiers

Many other classifiers such as CHIRP [66], FLR [67], and HyperPipes [68] are proved to be

efficient in many literatures. Researches have shown interests on these classifiers because

of the unique functionality they bear. This motivated us to consider these classifiers under

evaluation. As these classifiers do not exhibit the behavior of Bayes, Functions, Lazy,Meta,

Rules, and Trees, these classifiers are kept under the group “Others.”
3 Dataset Analysis

The dataset considered here is the Facebookmetrics dataset contributed byMoro et al. [9].

It is freely available at the UCImachine learning repository. Themetrics are belonging to a

renowned cosmetic brand. The dataset holds 500 instances and 19 features including

13 continuous attributes, useful for performance analysis, and 6 categorical attributes

useful for classification and prediction. The characteristics of these attributes can be

external and internal. The external characteristics represent the data type and application

area whereas the internal characteristics deal with more detail specifications, which give

an idea of the possible impact of this dataset on the classifiers during classification and

prediction.

The attributes and their external characteristics are outlined in Table 1. In our exper-

iment, the attribute Type is used for the classification of content type and prediction has

been carried out for any incoming unknown content type.

Further internal characteristics of all the attributes of Facebook metrics dataset are

outlined in Table 2, which represents whether the attributes are symmetrically or asym-

metrically distributed.

Observing the attributes internal characteristics, it is clear that most of the attributes

are not normally distributed among the class label. This can also be clearly visualized

through Fig. 1.

Before proceeding for classification, we must understand the dataset characteristics as

a whole. The dataset characteristics enlighten us about the class distribution, which is



Table 1 External Characteristics of Facebook Metrics Dataset

Attributes Data Type Application Area

Page total likes Continuous Performance analysis

Category (possible values: 1, action; 2, product; 3, inspiration) Categorical Classification

Post month Categorical Prediction

Post weekday Categorical Prediction

Post hour Categorical Prediction

Paid (possible values: 1, yes; 0, no) Categorical Classification

Post total reach Continuous Performance analysis

Post total impressions Continuous Performance analysis

Engaged users Continuous Performance analysis

Post consumers Continuous Performance analysis

Post consumptions Continuous Performance analysis

Post impressions by people who have liked your page Continuous Performance analysis

Post reach by people who like your page Continuous Performance analysis

People who have liked your page and engaged with the post Continuous Performance analysis

Comments Continuous Performance analysis

Likes Continuous Performance analysis

Shares Continuous Performance analysis

Total interactions Continuous Performance analysis

Type (possible values: Link, photo, status, video) Categorical Classification

Table 2 Internal Characteristics of Numeric Attributes of Facebook Metrics Dataset

Attributes Minimum Mean Maximum
Standard
Deviation

Page total likes 81,370 123,110.7 139,441 16,256.53

Category 1 1.878244 3 0.851822

Post month 1 7.025948 12 3.304626

Post weekday 1 4.143713 7 2.02867

Post hour 1 7.826347 23 4.364218

Paid (possible values: 1, yes; 0, no) 0 0.278 1 0.448289

Post total reach 238 13,876.08 180,480 22,718.04

Post total impressions 570 29,528.03 1,110,282 76,726.4

Engaged users 9 918.525 11,452 984.0311

Post consumers 9 797.1956 11,328 881.6221

Post consumptions 9 1412.323 19,779 1998.593

Post impressions by people who have liked your page 567 16,734.04 1,107,833 59,731.2

Post reach by people who like your page 236 6572.814 51,456 7674.324

People who have liked your page and engaged with

the post

9 608.7864 4376 612.1126

Comments 0 7.467066 372 21.15972

Likes 0 177.59 5172 323.0745

Shares 0 27.21127 790 42.57031

Total interactions 0 211.6966 6334 379.8527

6 SOCIAL NETWORK ANALYTICS
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Table 3 Facebook Metrics Dataset Characteristics

Characteristics Description

Dataset name Facebook metrics

Type of class Multi class

Number of instances 500

Number of attributes 19

Number of distinct classes 4

Minority class Class label Video

Instances 7

% 1.4

Majority class Class label Photo

Instances 426

% 85.2
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really a vital aspect for any classification approach. Table 3 and Fig. 1S represent the data-

set class distribution. It is clearly visible that the dataset is prone to high class imbalance.

Many classifiers may suffer during the classification of such dataset, which would be

realized in the subsequent section. But it is worth mentioning that this is also a typical

scenario where the best classifier can be figured out only if the chosen classifier is able

to classify and predict the dataset with significant amount of accuracy and prediction

probability.
4 Results and Discussion

Once every aspect of the dataset is taken into consideration, we are then in a position to

classify the dataset. We are also not sure about an intelligent classifier which is able to

classify the underlying dataset with significant amounts of accuracy and prediction

probability. Therefore, 21 well-cited classifiers of 7 different groups such as Bayes’, Func-

tions, Lazy, Meta, Rules, Trees, and Others are taken into consideration for the classifi-

cation and prediction task. The classifiers under consideration are summarized in

Section 2.

The experiment is conducted in two broad phases. The classification phase and the

prediction phase. At the former phase, the whole dataset is passed to the classifiers for

the training purpose. The best classifier is presented thereon, and at the later stage the

chosen classifier is considered for prediction.

The performance measures considered here are:

• Accuracy (%): This indicates the percentage of correctly classified instances during the

course of classification. It is calculated as

Accuracy¼True positives + true negatives

Total instances
�100 (1)
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• Misclassification rate (%): The percentage of incorrectly classified instances are

nothing, but the misclassification rate of the classifier and can be calculated as

Misclassification rate¼False positives + false negatives

Total instances
(2)
• Root mean squared (RMS) error: RMSE usually provides how far the model is from

giving the right answer. It represents the average prediction error within the same scale

(unit). It is calculated as

RMS¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

X
E2i

r
(3)

where, Ei is calculated as x̂i �xið Þ

• Precision: Precision or positive predictive value (PPV) is calculated as

Precision orPPV¼ TP

TP+FP
(4)

A classification technique with the highest accuracy and precision with the lowest mis-
classification rate and root mean squared error is considered to be the most intelligent

classifier for prediction purposes.

Starting with the classification, the performance outcomes are recorded in terms of

accuracy, misclassification rate, precision, and root mean squared error parameters.

The detail outcomes are presented in Table 4 and through Figs. 2–8.
During the classification phase, it is found that Naı̈ve Bayes seems to be a prominent

classifier, which successfully classifies the Facebook dataset with 88.38% accuracy with

very little misclassification rate of 11.61% in the Bayes group. With a low error rate of

0.24, it promises that Naı̈ve Bayes is consistent in classification. Fig. 2 shows the perfor-

mance outcome of all Naı̈ve group of classifiers. The figure shows that Bayes Net lacks

behind its peers in terms of classification and precision.

Considering the function group of classifiers, it is seen that the multilayer perception

which employs the backpropagation neural network is far ahead than its counterparts.

The accuracy and precision achieved is 93.93% and 0.892, which is really promising for

carrying out a classification task. Multilayer perception also throws very less amount of

error which makes this classifier more reliable in its group. Fig. 3 depicts the argument

presented here.

Further employing the Lazy group of classifiers for the classification task, it can be seen

that RseslibKnn wins the competition. It can be realized from Fig. 4 that RseslibKnn

achieves the highest amount of classification accuracy in its group as well as across all

other groups even for a high-class imbalance dataset. The root mean squared error throws

by the classifier is minimum.

https://gerardnico.com/wiki/data_mining/scale


Table 4 Performance Outcomes of Supervised Classifies Using Facebook Metrics
Dataset

Type Classifiers Under Evaluation
Short
Names Accuracy

Mis
Classification
Rate Precision

RMS
Error

Bayes Bayes net BayesNet 84.8485 15.1515 0.923 0.2455

Naı̈ve Bayes Naı̈veBayes 88.3838 11.6162 0.914 0.2335

Hidden Markov model HMM 85.8586 14.1414 0.737 0.433

Functions Library for SVM LibSVM 93.4343 6.5657 0.929 0.1812

Multilayer perceptron MP 93.9394 6.0606 0.892 0.1445

LibLinear LibLinear 87.8788 12.1212 0.859 0.2462

Lazy Kstar Kstar 92.4242 7.5758 0.919 0.2065

RseslibKnn RseslibKnn 97.9798 2.0202 0.97 0.1005

Locally weighted learning LWL 87.8788 12.1212 0.83 0.2097

Meta Decorate Decorate 95.4545 4.5455 0.954 0.1305

Rotation forest RotationF 94.9495 5.0505 0.938 0.1394

Ensemble selection EnsembleS 93.4343 6.5657 0.923 0.1567

Rules Fuzzy unordered rule induction

algorithm

FURIA 90.9091 9.0909 0.915 0.1787

Lazy associative classifier LAC 93.4343 6.5657 0.929 0.1797

Decision table and Naı̈ve Bayes DTNB 90.9091 9.0909 0.915 0.2006

Trees BFTree BFTree 90.9091 9.0909 0.906 0.1981

ForestPA ForestPA 92.4242 7.5758 0.882 0.1696

SysFor SysFor 90.9091 9.0909 0.909 0.194

Others CHIRP CHIRP 92.4242 7.5758 0.915 0.1946

FLR FLR 90.404 9.596 0.863 0.219

HyperPipes HyperPipes 89.899 10.101 0.859 0.3555
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FIG. 2 Performance outcome of Bayes group of classifiers.
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FIG. 3 Performance outcome of function based classifiers.
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FIG. 4 Performance outcome of lazy classifiers.
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FIG. 5 Performance outcome of meta classifiers.
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FIG. 6 Performance outcome of rules classifiers.

90
.9

09
1

92
.4

24
2

90
.9

09
1

0.906 0.882 0.909

0.1981 0.1696 0.194

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0
10
20
30
40
50
60
70
80
90

100

BFTree ForestPA SysFor

Tree classifiers

P
re

ci
si

on
 a

nd
ro

ot
 m

ea
n 

sq
ua

re
d 

er
ro

r

A
cc

ur
ac

y 
an

d
m

is
cl

as
si

fi
ca

ti
on

 r
at

e 
(%

)

Accuracy Misclassification rate  Precision RMS error

FIG. 7 Performance outcome of tree classifiers.
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FIG. 8 Performance outcome of other classifiers.
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Fig. 5 represents the performance outcome of meta-classifiers. It shows that the com-

petition is very close. All the candidate classifiers of this group closely compete with each

other for its various performance measures. Decorate evolves as the best classifier which

smartly classifies the dataset at a highest accuracy of 95.45% and a very low error rate of

0.13. Both Rotation Forest and Ensembles take their position as second and third,

respectively.

Coming to Fig. 6 of rule classifiers it is evident that LAC classifies the dataset with the

highest amount of accuracy of 93.43%. On the contrary, both FURIA and DTNB also clas-

sifies their underlying datasets smartly with an equal amount of accuracy of 90.9 but so far

as the root mean squared error is concerned, FURIA beats its counterpart with the lowest

error rate of 0.1787. Therefore, it is a tie between LAC and FURIA. On one hand, LAC shows

better accuracy and on the other hand FURIA beats its peer with the lowest error rate.

Similarly, evaluating precision it is found that FURIA and DTNB scores equal amount

of precision and thus a tie. This is a typical situation, where one classifier supersedes

others in terms of one or more parameters. As a result, it is difficult to ascertain a best

classifier in this group.

In the case of decision trees, it is an open-and-shut case for the ForestPA algorithm. The

ForestPA classifier not only holds the highest amount of accuracy, but also it is far ahead

from its counterpart in the field of precision and root mean squared error. ForestPA

achieves 92.42% of accuracy with an error rate of 0.16. Again, both BFTree and SysFor clas-

sifiers seem to be equally capable with a classification accuracy of 90.9%, but SysFor beats

BFTree in the department of precision and root mean squared error.

Fig. 8 shows the performance outcome of the classifiers that fall under the group of

“Others.” The CHIRP classifier evolved as the winner with the highest accuracy rate of

92.42% and the lowest error rate of 0.19. In terms of precision and misclassification rate,

CHIRP beats its peers.

At the end, concluding the classification task it is found that overall RseslibKnn outper-

forms in all the field of performance metrics. Hence, this classifier has been proposed for

the prediction task. On the prediction task we will evaluate the real capability of the

RseslibKnn classifier.

At the prediction stage, 40% instances of the dataset are randomly chosen as the test

dataset for prediction. The sample selection is carried out by the unsupervised reservoir

sampling [69, 70] technique. Reservoir sampling generates a random subsample of a data-

set using the reservoir sampling algorithm. The advantage of this technique is that the

original dataset does not have to fit into the main memory, but the reservoir does. Once

the test dataset is in hand, the dataset is divided into 10 different folds considering each

fold as a test case. Each test case has been separately passed to the RseslibKnnfor predic-

tion and the class label prediction accuracy will be ascertained and analyzed. The accu-

racy and precision of each class label has also been presented in Table 5 for better

understanding.

While using RseslibKnn, it can be seen that instances with label Photo and status are

smoothly predicted with an accuracy of 100%, whereas instances with Link and Video suf-

fers the most with 75% and 0% accuracy.



Table 5 Performance Outcomes of RseslibKnn Using Facebook Metrics Dataset

Parameters/Class Label Photo Status Link Video

Accuracy 100% 100% 75% 0%

Precision 0.983 0.947 1 0

Table 6 Accuracy of RseslibKnn for Various Test Cases

Test Cases of
RseslibKnn

Total Number
of Instances

Correctly
Classified
Instances

Accuracy
(%)

Incorrectly
Classified
Instances

Misclassification
Rate

Test Case #01 20 19 95 1 5

Test Case #02 20 20 100 0 0

Test Case #03 20 20 100 0 0

Test Case #04 20 19 95 1 5

Test Case #05 20 20 100 0 0

Test Case #06 20 20 100 0 0

Test Case #07 20 19 95 1 5

Test Case #08 20 20 100 0 0

Test Case #09 19 19 100 0 0

Test Case #10 19 19 100 0 0

Average 198 195 98.4 3 1.6
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Drilling down to the granular level, we even tried to predict each test cases and the

results found are outlined in Table 6. The accuracy rate of the classifier is quite promising

for all the test cases and in most cases, it achieves 100% of prediction rate.
5 Conclusion

A social network dataset called Facebook metrics dataset has been analyzed using the

classification and prediction techniques. At the beginning of the research various charac-

teristics and aspects of the dataset are explored. It was found that the dataset is highly class

imbalanced, which provided a suitable platform to analyze the real capabilities of the clas-

sifier. Again, 21 widely used classifiers are taken into consideration for classification.

RseslibKnn evolved as the best classifier with an accuracy of 97.98%. In the next step, test

cases were prepared for prediction. A total of 40% random instances had been picked up

from the dataset using the reservoir sampling algorithm. The 40% randomdata are equally

divided into tenfolds of instances. Class labels of these test instances are removed tomake

these instances unknown to the classifier. Further, RseslibKnn was applied on these

unknown instances to predict their classes. This time RseslibKnn predicts the instances

with 98.4% accuracy, thus justifying our claim as the winner during the classification

phase. As a future work the dataset can be treated for forecasting and its impact on the

business domain.
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1 Introduction

From simple communication network currently social networks evolve, which are based

on the emerging technologies that stand their base very strong with the formation of social

sites with group members who have high influential capability to control and communi-

cate the social networks as per their own strategies. Therefore, design issues are going to

be very tedious by considering all the emerging challenges in such amagnificent network.

Social networks such as Facebook have attracted millions of users in recent past and the

members are increasing day by day. People use social networks to communicate informa-

tion with other people located at different geographical distance within a fraction of time

and to spread the relevant information globally, sometimes for marketing purposes too.

Smart mobile devices and a large number of social mobile applications are currently

emerging that encourage distinctive associations among the users of social networks.

Although this is a developing collaborative force in digital social networks, privacy issue

is amajor concern among the clients. The expanding number of users of such applications

is a challenge and threat for users as well as developers. This is because of the growing

number of clients of such applications and the idea of setting up trust among such users.

In this exploration, we address such protection concerns considering the clients’ perspec-

tives and their acknowledgment of such applications. The exploration will illustrate a

portion of the recommended components to support clients’ trust in social communica-

tions (Fig. 1).

A social network is an elucidation of the social structure involving members, mostly

individuals or associations. It represents the ways in which they are connected throughout

various social familiarities ranging from casual social contact to close familiar bonds. The

informal organization is an entangled structure made out of social individuals and
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00002-5
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connections between them. Vast scale online interpersonal organizations like Sina Weibo,

Tencent Wechat, and Facebook have pulled in a large number of clients as of late people

might want to utilize interpersonal organizations to convey or diffuse data. For instance,

an organization builds up another item and they need to promote the item in a specific

informal community. The organization has a restricted spending so they can just give free

example items to few clients. They trust that the underlying clients could influence their

companions to utilize the items, and their companions could impact their companions.

Through the verbal impact, countless at last receive the products. Influence boost is an

essential research issue in interpersonal organizations. It chooses an arrangement of k

hubs as seeds with a specific end goal to boost the engendering of thoughts, conclusions,

and items.

The chapter has been organized as follows. Section 2 presents a brief literature review

on various application aspects of social network and utility tools used in social network

development and maintenance such as big data perspective, soft computing techniques,

etc. Section 3 presents the various dynamic issues and challenges in a social network.

Section 4 focuses on the challenging factors during the design of social network-based

application programs. Section 5 describes the static and dynamic social networks in brief.

Section 6 depicts the factors that affect the design on social networks. Section 7 explains

the security measures associated with social network groups and their proposed solution

strategy. Section 8 illustrates a case study of Face book as a nominated social group. Here

various functional aspects of Facebook are highlighted from a survey point of view.

Section 9 concludes the chapter with future prospective of this emerging network.
2 Literature Review

This section of the chapter presents the study of some important contributions in the

social networking area of researchers by eminent research people. Educational contribu-

tion to social networks between peer groups and members has been a challenge to

researchers. Notwithstanding, the likelihood that associate gatherings ruled by either

low-or high-accomplishing youth can have substantively extraordinary impacts on
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accomplishment has been to a great extent overlooked [1]. Social networks are exception-

ally well known in this day and age. A large number of individuals utilize different types of

social networks as they enable people to associate with their loved ones, and offer private

data. Be that as it may, issues identified with keeping up the protection and security of a

client’s information [2] can happen, particularly when the client’s transferred content is

sight and sound, for example, photographs, recordings, and sounds. The transferred

media content conveys data that can be transmitted virally and quickly inside a social net-

working site (SNS) and past. In such a manner Shailendra Rathore et al. [2] exhibit an

exhaustive review of various security and protection dangers that object each client of

social networking locales. The issue of influence maximization (IM) in a social system

is to decide an arrangement of hubs that could amplify the spread of influence [3]. The

IM issue has been indispensably connected to promoting, publicizing, and general sup-

position checking. Albeit late investigations have considered the IM issue, they are for the

most part covetous or heuristic-based calculations, which are tedious for reasonable use

in substantial scale social systems. As a moving hub in a city, a vehicle has its own dataset

of directions. On every direction, remote connections can be worked between various cli-

ents and the vehicle [4]. Since every vehicle is related with a particular territory that covers

certain potential client gatherings, such portable vehicles have turned into the premise of

a vehicular social network (VSN) for prescribing items to potential clients in present day

society. Crowdsourcing has turned into a well-known administration registering world-

view for requesters to coordinate the omnipresent human-insight administrations for

errands that are troublesome for PCs, however unimportant for people [5]. This concept

concentrates on crowdsourcing complex assignments by group development in social

networks where a requester associates with an expansive number of laborers. A decent

pointer of proficient group coordinated effort is the social association among specialists.

In this section, some of the literature reassess have been placed that are reviewed to get

some idea for associated concepts used in SNSs and during their design. Md. Sarwar

Kamal of article [6] projects on a MapReduce framework toward metagenomic data clas-

sifier. Map reduce has been utilized in Big Data techniques for the refinement of extracted

data from social network sites using various dataminingmethods. A newmodel of storage

and access of big data and applications are presented in [7]. Data storage design and

repository layout is another major critical task for handling the social network informa-

tion. A competency-based behavioral interview has been designed in Ref. [8] that helps

to review customers or members of social groups during conducting various survey on

current security issues, political or elective issues. Medline text mining [9] and Unified

Modeling Language (UML) generation technique for better project management has been

proposed [10]. These act as a part of project design which may be helpful during the exe-

cution of some common projects, contest, or project layout design requirements. Statis-

tical rough set computing [11] and Map reduce approach to decrease imbalanced

parameters in big data is suggested [12]. Management of big data and their analysis using

SNA techniques are more important as far as social polling or social nomination is con-

cerned. These are carried out to perform survey on social issues, to select better choice in
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competitions, opinion mining, etc. Swarm intelligent technique for protein classification

has been carried out and Exon separati on the process using neural skyline [13] has been

planned. These techniques follow some important soft computing approaches for classi-

fication and problem solving techniques.

Individual-based computer models demonstrate that basic heuristic overseeing indi-

viduals’ conduct may do the trick to create complex patterns of social conduct [14] at the

gathering level, for example, those saw in creature social orders. “GrooFiWorld” is a case of

such sort of computer models. In this model, self-association and straightforward behav-

ioral principles produce complex patterns of social conduct like those depicted in tolerant

and narrow-minded social orders of macaques. Social many-sided quality outcomes arise

from the socio-spatial structure of the gathering, the nature of which is, thusly, a symptom

of force of animosity. An informal organization model in Ref. [14] demonstrates that a

comparable system may offer ascent to complex social structures in macaques. It is, in

any case, obscure if the spatial structure of the model and that of macaques are surely

comparable. In Ref. [14], the authors utilized informal organizations examination as an

intermediary for spatial structure of the gathering.

The development of cooperation in social issues is a basic marvel for the working of

various multilevel and complex frameworks [15]. The confirmation of cooperation

ranges from the rudimentary natural living beings to the most modern human social

orders. Despite the fact that the development of cooperation is broadly experienced,

its advancement is not all around clarified, since the normal choice commonly advances

egotistical practices which are frequently not socially ideal. In this chapter, the coevo-

lution of system structure and rise of cooperation is contemplated in four classes of

social situations, speaking to the detainee’s problem, Hawk-Dove, snowdrift, and coor-

dination classes of amusements, in organized populaces characterized by weighted

complex systems. The quality of service [16], that is, interaction between two individuals

is spoken to by organized (edge) weight, which changes as per individuals’ inclination

through the developmental system elements. Utilizing developmental dynamic

system-based re-enactments of the recreations model on haphazardly weighted finish

systems, Abhirup Bandyopadhyay and Samarjit Kar [15] presents a definite investigation

of the advancement of dynamic complex systems through the development of the aux-

iliary properties of a system, for example, grouping coefficient, assortativity coefficient,

entropy of degree appropriation, normal quality of interaction, and the advancement of

agreeable conduct in each of the four classes of diversions. The impact of changing the

cost-to-profit proportion on these system properties and development of cooperation is

also shown.

The examination inspects the gendered talk patterns on a prominent online informal

community, TheMarker Caf�e, utilizing interpersonal organization investigation [17].

Generally, the discoveries reinforce past examinations that report confirmation of men’s

decisive and overwhelming talk style and social part versus ladies’ more agreeable

and strong talk style. Men composed more posts, while ladies remarked on other
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individuals’ posts all the more regularly. Ladies’ posts have obtained higher rankings than

men’s posts, fortifying the thought that ladies get more confirmations on online informal

organizations. The investigation additionally inspected the exchange between the

structure of the TheMarker Caf�e organize and gendered talk patterns. Discoveries of Tsahi

et al. [17] likewise affirmed a connection between action arrange structure and ladies

content fame.

Receiving a socio-semantic point of view, this examination expects to check the

connection between social impact and talk similitude organized in work groups and

investigate its change over time [18]. Information comprises video transcripts of 45 3-h

aggregate gatherings and week by week sociometric surveys. Connection between tie

quality, performing artist centrality inside the impact organize, and shared components

of talk between aggregate individuals are analyzed after some time. Watched connections

bolster the theory of a connection between social impact and talk likeness. Changes after

some time propose a closeness limit above which the connection among comparability

and impact is turned around [18].
3 Promising Issues and Security Challenges in Social
Networking

Social Network Analysis demonstrates that performance of a social network site can be

measured by parameters such as degree centrality, between centrality, and closeness

centrality. Degree centrality refers to direct connections as a member of social network

has with other members. This is important to measure the influence of message passing

from one source to many sources. Between centrality refers that a member or node is

present in between two or more number of nodes. This factor has great influence in a

social network to know what flows in the network and which node is the single point

of failure. Closeness centrality is a measure of how close one member is to another in

order to know the frequency of message transmission in a social network. Other impor-

tant issues which have been technically analyzed and presented in this chapter are as

follows.

3.1 Security Threat in Educational Social Network

Educational contribution to social networks between peer groups and members has been

a challenge to researchers. Notwithstanding, the likelihood that associate gatherings ruled

by either low-or high-accomplishing youth can have substantively extraordinary impacts

on accomplishment has been to a great extent overlooked [1]. The research article in

Ref. [1] demonstrates that while being implanted in a high-accomplishing system of

companions is not related with expanded possess accomplishment, being installed in a

low-accomplishing system is related with diminished claim accomplishment. In extra

investigations, it presents prove that these affiliations are in any event to a limited extent
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because of impact, rather than just choice impacts or shared condition. It likewise looks at

whether the structure of the system inwhich an understudy is insertedmay influence their

instructive accomplishment. This bit of research demonstrates that accomplishing at

larger amounts decidedly predicts how halfway found does not foresee simultaneous

accomplishment. This finding proposes that the conduct of people is influencing the

development of system structure and not the switch.

3.2 Security, Issues, and Challenges in Social Network [2]

Social networks are exceptionally well known in this day and age. A large number of indi-

viduals utilize different types of social networks under wireless network [19] and as they

enable people to associate with their loved ones, and offer private data. Be that as it may,

issues identified with keeping up the protection and security of a client’s information [20]

can happen, particularly when the client’s transferred content is sight and sound, for

example, photographs, recordings, and sounds. The transferred media content conveys

data that can be transmitted virally and quickly inside a SNS and past. In such manner

[21, 22] exhibit an exhaustive review of various security and protection dangers that object

each client of social networking locales. Also, it independently concentrates on different

dangers that emerge because of the sharing of sight and sound substance inside a SNS [2].

Likewise talk about current cutting-edge resistance arrangements that can shield social

network clients from these dangers.

3.3 Influence Maximization in Social Networks

The issue of IM in a social system is to decide an arrangement of hubs that could amplify

the spread of influence [3]. The IM issue has been indispensably connected to promoting,

publicizing, and general supposition checking. Albeit late investigations have considered

the IM issue, they are for themost part covetous or heuristic-based calculations, which are

tedious for reasonable use in substantial scale social systems. In light of the perception

that auxiliary gap hubs for the most part are significantly more powerful than different

hubs, in this paper, we build up a structure-gap based IM calculation (SHIM) with an

accentuation on time effectiveness. The SHIM calculation uses structure gap data to

altogether diminish the quantity of applicants of seed hubs. To gauge the structure signif-

icance of hubs, Zhu et al. [3] propose a structure gap esteem ascertain calculation to

compute the basic gap estimation of hubs. The proposition in Ref. [3] demonstrates that

the SHIM is NP hard and proposes a structure-based eager calculation to choose seeds

with widespread influence and high basic opening worth. It conducts probes of genuine

informational indexes to confirm calculation’s chance effectiveness and precision, and the

trial comes about demonstrate that contrasting and the current calculations, these calcu-

lations are considerably more proficient and versatile.

Fig. 2 shows the picture of a social network where people of different professions com-

municate in a social site for different activities. All the data are stored in a central com-

puter called as a server.



FIG. 2 Communication among people in a social network.
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3.4 Data Communication in VSN

As a moving hub in a city, a vehicle has its own dataset of directions. On every direction,

remote connections can beworked between various clients and the vehicle [4]. Since every

vehicle is related with a particular territory that covers certain potential client gatherings,

such portable vehicles have turned into the premise of a VSN for prescribing items to

potential clients in the present day society. However, little research has concentrated

on publicizing through a VSN. For VSN-based publicizing, the advertiser normally

situated in a remote Central Office (CO) chooses certain vehicles to go about as recom-

menders as indicated by their scope territories. Data about the vehicles’ scope zones will

be sent from the VSN to the advertiser working at the CO, that is, information backhauling.

Moreover, the advertiser will sent the outcomes in regard to the picked recommenders to

all vehicles [23] in the VSN, that is, information front hauling. Naturally, a compelling cor-

respondence framework [24, 25] is desperately required to help information back-/front

hauling among COs and VSNs.
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3.5 Crowd Sourcing Complex Tasks

Crowd sourcing has turned into a well-known administration registering worldview for

requesters to coordinate the omnipresent human-insight administrations for errands that

are troublesome for PCs, however unimportant for people [5]. This concept concentrates

on crowd sourcing complex assignments by group development in social networks, where

a requester associates with an expansive number of labourers. A decent pointer of profi-

cient group coordinated effort is the social association among specialists. Most past social

group arrangement approaches, in any case, either expect that the requester can keep up

data of all labourers and can straightforwardly speak with them to construct groups, or

accept that the specialists are agreeable and join the particular group worked by the

requester, both of which are unrealistic in numerous genuine circumstances. Wang

et al. of article [5] models every specialist as a narrow-minded substance, where the

requester wants to enlist modest laborers that require less installment and the specialists

want to join the productive groups where they can increase high income. Inside the no

cooperative social networks, a conveyed transaction-based group development compo-

nent is intended for the requester to choose which specialist to employ and for the laborer

to choose which group to join and what amount ought to be paid for his expertise benefit

arrangement. The proposed social group development approach can simply construct

communitarian groups by permitting colleagues to frame an associated chart with the

end goal that they can cooperate proficiently. At long last, it leads to an arrangement of

tests on genuine dataset of laborers to assess the viability of our approach. The trial comes

about demonstrate that our approach can save impressive social welfare by looking at the

benchmark concentrated methodologies and frame the beneficial groups inside less

arrangement time by contrasting the customary conveyed approaches, making our

approach a more financial alternative for certifiable applications.

3.6 Polar Opinion Dynamic in Social Network

The focal objective of Amelkin et al. [26] is in demonstrating the development of senti-

ments of a gathering of individuals, the specialists associated in a coordinated informal

community [26]. Researchers accept that the target implies for conclusion assessment

are restricted, and the specialists assess their sentiments by examination with the feelings

of others. In this manner, the procedure of sentiment arrangement in a gathering is a sys-

tem procedure, where every operator’s supposition changes because of the specialist’s

connection with his or her neighbors in the system.

3.7 Privacy Preservation Location Sharing

A typical usefulness of numerous area-based long-range interpersonal communication

applications is an area sharing administration that enables a gathering of companions

to share their areas [27]. With a conceivably untrusted server, such an area sharing admin-

istration may debilitate the protection of clients. The existing answers for privacy-
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preserving location sharing services (PPLSS) require a trusted outsider that approaches

the correct area of all clients in the framework or depend on costly calculations or con-

ventions as far as computational or correspondence overhead is concerned. Different

arrangements can just give rough questions and answers. To defeat these restrictions

Schlegel et al. [27], propose another encryption thought, called order-retrievable encryp-

tion (ORE), for PPLSS for long-range informal communication applications. The recogniz-

ing attributes of PPLSS are that it: (1) enables a gathering of companions to share their

correct areas without the need of any outsider or releasing any area data to any server

or clients outside the gathering; (2) accomplishes low computational and correspondence

cost by enabling clients to obtain correct area of their companions without requiring any

immediate correspondence between clients or various rounds of correspondence

between a client and a server, (3) gives proficient question handling by outlining a file

structure for the ORE plot, (4) bolsters dynamic area updates, and (5) gives customized

security assurance inside a gathering of companions by indicating a most extreme sepa-

ration where a client will be situated by his/her companions. Exploratory outcomes dem-

onstrate that the computational and correspondence cost of our PPLSS has vastly

improved than the best in class arrangement.

3.8 Social Networking in Educational Networks

A most noticeable resource for universities is the information and must be shielded from

security break. Joshi and Singh of article [28] examined the security dangers that partic-

ularly develop in a university’s network, and with thought of these issues, proposed a data

security structure for university network condition. The proposed structure decreases the

danger of security rupture by supporting three-stage exercises; the primary stage surveys

the dangers and vulnerabilities with a specific end goal to distinguish the frail point in

instructive condition [28]; the second-stage concentrates on the most noteworthy hazard

andmake significant remediation design; the third period of hazard appraisal display per-

ceives the helplessness administration consistence necessity so as to enhance a Univer-

sity’s security position. The proposed structure is connected on Vikram University Ujjain

India’s processing condition and the assessment result demonstrated the proposed sys-

tem upgrades the security level of university grounds network. This model can be utilized

by the chance investigator and security administrator of the University to perform

dependable and repeatable hazard examination in practical and reasonable ways.

3.9 The Role of Social Network in a Disaster Scenario

Social media, for example, Twitter and Facebook, assume a basic part in catastrophe

administration by spreading crisis data to a fiasco-influenced community [29]. It positions

as the fourth most prominent hotspot for getting to crisis data. Many investigations have

investigated social media information to comprehend the networks and concentrate on

basic data to build up a pre- and post-fiasco relief design. Focus in Ref. [29] applies social

network examination to change over crisis social network information into learning [29].



30 SOCIAL NETWORK ANALYTICS
Jooho Kim andMakarandHastak investigate designsmade by the collected associations of

online clients on Facebook amid fiasco reactions. It gives bits of knowledge to compre-

hend the basic part of social media use for crisis data engendering. The examination

comes about to show that social networks comprise three elements: people, crisis offices,

and associations. The center of a social network comprises various people. They are

effectively connected with to share data, speak with the city of Baton Rouge, and refresh

data. Crisis offices and associations are on the fringe of the social network, interfacing a

group with different groups. The aftereffects of this investigation will enable crisis offices

to build up their social media operation techniques for a fiasco alleviation design.

3.10 Delegation Model in Social Networks

In spite of their huge development, current social networks do not have a methodical way

to deal with assign rights [30] when an element approves another to get to the assets for its

benefit. This paper proposes a designation shown in light of socio-specialized outline and

hypothesis of participation and joint effort that best suits the prerequisites of social net-

works [30]. The model is figured through formal strategies, planned utilizing ontologies,

and actualized through Facebook APIs. The model’s expressiveness is inspected for

covering approaches of various clients, its consistency is investigated for clashing and

excess arrangements and client acknowledgment testing is performed for adequacy.

For social legitimacy, the model is additionally contrasted and 27 past designationmodels

concerning socio-specialized legitimacy parameters got from social standards effectively

acknowledged in the human culture.

3.11 Social Network Formation Model

A dynamic model of social network formation [31] in which a settled number of operators

connect in covering social gatherings. The researchers here infer a few outcomes on the

arrangement of connections in such networks, including outcomes on the degree disper-

sion, on similar statics relating to degree and gathering size, and on the progression of

homophily. Specifically, the authors infer near statics demonstrating that degree is regu-

larly decidedly identified with social gathering size yet adversely identified with the mea-

sure of the cover over various social gatherings. This is bolstered by prove from a Facebook

dataset. The paper demonstrates that homophily finished a specialist’s life expectancy in

the network can be nonmonotonic, achieving a worldwide most extreme in some period

before in the end diminishing.

3.12 Financial Outcome of Social Networks

Scholastic research on whether social networks impact monetary results is as yet unde-

veloped. The writing [32] has commonly centered around three noteworthy inquiries—

regardless of whether social networks influence financial specialist conduct, firm conduct,

or middle person conduct. Since the hypothetical system in back is sorted out around an

acknowledged arrangement of ideal models, and on the grounds that information on
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mediators and firms have been openly accessible for quite a while, the money-related

financial aspects region has recently begun utilizing enormous information in its exam-

ination. This chapter portrays the surviving examination here and plots how the field is

probably going to advance.

3.13 Pervasive Social Networking

In pervasive social networking crime scene investigation, cell phones are a run of the

mill wellspring of evidence [33]. For instance, investigation from an Australian law

requirement organization demonstrate the quantity of cell phones submitted for inves-

tigation expanding at a normal of 60% for each annum since 2006, and information from

FBI territorial PC legal sciences lab demonstrating an expansion of 67% for every annum

for cell phone examinations [33]. At the point when combined with the development in

limit of memory card and gadget stockpiling, which pairs around at regular intervals,

there is a progressing and expanding development in the volume of information acces-

sible for confirmation and knowledge examination. There is a potential for data signif-

icant to a scope of violations inside the removed information, for example, psychological

oppression and sorted out wrongdoing examinations, with potential cross-gadget and

cross-case linkages. In Ref. [33], the creators propose the Digital Forensic Intelligence

Analysis Cycle (DFIAC). Utilizing cell phone extricates from an Australian law require-

ment organization, this chapter shows the utility of DFIAC in finding data over an

expanding volume of forensically removed information from cell phones, and a more

prominent comprehension of the creating patterns in connection to cell phone measur-

able examination.

3.14 Security and Privacy in Wireless Body Area Network

Wireless body area network (WBAN) is another new technology in the innovation that

gives remote system to screen and gather patient’s well-being record information utilizing

wearable sensors [34]. It is broadly perceived that an abnormal state of framework security

and protection assume a key part in ensuring these informationwhile being utilized by the

human services experts and amid capacity to guarantee that patient’s records are

remained careful from interloper’s threat. It is thus of awesome enthusiasm to talk about

security and protection issues in WBANs. This chapter [34] evaluated WBAN correspon-

dence engineering, security, and protection necessities and security dangers and the

essential difficulties in WBANs to these frameworks in view of the most recent bench-

marks and productions. The article [34] likewise covers the condition of-craftsmanship

safety efforts and research in WBAN. At long last, open areas for future research and

improvements are investigated.

3.15 Analysis of Social Networking Issues Related to Area of Focus

Table 1 shows the detailed information regarding various design and security-related

issues in social networking which are studied in this chapter.



Table 1 Details of Social Networking Design and Focussed Issues in This Chapter

Sl. No Literature Year Highlighted Topics

1 Bond et al. [1] 2017 Effect of social networks on academic outcomes

2 Rathore et al. [2] 2017 Survey of security and privacy threats of social network users

3 Zhu et al. [3] 2017 Influence maximization in social networks

4 Meng et al. [4] 2017 Data communication between vehicle social network

5 Wang et al. [5] 2017 Crowd sourcing complex tasks by team formation in social network

6 Amelkin et al. [26] 2017 Polar opinion dynamics in social network

7 Schlegel et al. [27] 2017 Privacy preservation location sharing

8 Joshi et al. [28] 2017 Security threats in educational social network

9 Kim et al. [29] 2018 Social network in disaster management

10 Ahmad et al. [30] 2017 Authentication of delegation of resource use in social networking

11 Tarbush et al. [31] 2017 Dynamic model of social network formation

12 Rau et al. [32] 2017 Financial outcome of social networks

13 Quick et al. [33] 2017 Pervasive social networking forensic

14 Janabi et al. [34] 2017 Privacy as a concern among social network users

15 Hua et al. [35] 2017 Cooperation among members of social network in VANET
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3.16 Cooperation in Social Networking Members Under a VANET

Vehicular ad hoc network (VANET) is a subclass of mobile ad hoc networks (MANETs)

where it is developed bymoving vehicles [35]. VANET is getting progressively well known

in rush hour gridlock administration particularly in a portion of the created nations. It

can be ordered into well-being-related application where it can spare a large number

of lives every day and non-security applications for business reason. Because of its

erratic portability and discontinuous network availability, a solid end-to-endway among

the source and the goal is relatively incomprehensible and consequently specially

appointed steering conventions are connected in VANET [35]. Notwithstanding, the

greatest test in VANET is not the steering issue, yet the collaboration between the hubs.

Indeed, even the best directing convention would not be helpful when the hubs do not

take part in sending the information. Hua et al. of article [35] introduced a far-reaching

survey on the existing participation components in VANETs; especially, those based on

versatile social networking. To start with, it investigates the current difficulties in VANET.

Next, it talks about a scientific categorization for the existing collaboration instruments

in VANETs and audits the proposed arrangements of every participation write. In addi-

tion, these clarify the collaboration arrangements that can be connected from the idea of

Mobile Social Networking. At last this chapter provides a conclusion that the idea of

mobile social networking could supplement the customary VANET collaboration instru-

ments to empower hub participation. The future research course in VANET collabora-

tion has been talked about also.
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4 Challenging Aspects in Social Networking

Many challenging issues need to be addressed during the design of social network sites are

as follows:

(i) Portrayal of education—Although different ontologies catch the rich social

ideas, there is no need of several “argument” ontologies characterizing a

similar idea. How might we push toward having few normal and thorough

ontologies?

(ii) Control and administration of learning—Semantic Web is, relative the whole

Web, genuinely associated at the RDF diagram level yet inadequately associated

at the RDF report level. The open and disseminated nature of the Semantic Web

additionally presents issues. How would we give proficient and compelling

systems to getting to information, particularly social networks, on the

Semantic Web?

(iii) Analysis, extraction, and integration of data from social network—Even with all

around characterized ontologies for social ideas, extricating social networks

effectively from the loud and inadequate learning on the (Semantic) Web is

extremely troublesome. What are the heuristics for coordinating and

intertwining social data and the measurements for the believability and utility

of the outcomes?

(iv) Identity and honesty in circulated interference—Provenance partner’s actualities

with social elements which are between associated with social network and trust

among social substances can be obtained from social networks. How to oversee and

diminish the unpredictability of appropriated surmising by using provenance of

learning with regard to a given confide in display?

In the present day work culture, most of the time people are busy with their mobile

phones. Due to remaining always connected with social networks, they get new posts,

messages, and current updated news at their finger tips instantly. This is the positive

aspect of social networking that people always remain updated with latest news and tech-

nology. But at the same time there is also some adverse effect of the social networks as a

result of which many accidents, crimes, attacks, fraud, etc. also take place due to high

mental concentration on these up to date news and highly dynamic devoices. So this is

very much important that during these types of problems, all possible communication

channels must be used to alert people about such crimes through effective broadcasting

of critical information. In paper [36] one such networkmodel has been projected that per-

forms emergency news communications to the public by using social network sites for the

distribution of news. This concept presents a junction between Government Security

Force and social websites through an application interface at the application level of

the users.
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5 Static and Dynamic Social Network Model

Social network clarifies the assembly of associations among people, where each individual

is a social element. The gathering of ties among individuals and the energy of those ties

is outlined by the social network. From a scientific perspective, this social system com-

prises of hubs (people or associations) and they are connected by single or various exact

sorts of affiliation rules, for example, standards, dreams, certainties, budgetary trade,

brotherhood, sexual connections, family relationship, abhorrence, struggle, or exchange

are construed by methods for social network [37].

5.1 Static Network Model

In a run-of-themill social network, people are spoken to by nodes, which are connected by

edges on the off chance that they have cooperated. A “collaboration”might be immediate,

for example, prepping, battling, having a telephone discussion, or sending an email. On

the other hand, a “collaboration” can be a gathered roundabout relationship, for example,

connection of an arrangement of highlights, purchasing propensities, likeness in the

direction, or speak to a straightforward spatial nearness of being sufficiently close for a

considerable length of time for an incredible discourse on the fittingness of vicinity net-

works when all is said and done and the traps of social network analysis in animal inves-

tigations and beyond [37]. These distinctive kinds of communications as mentioned in

Refs. [25, 38] can be isolated into various networks [39, 40] for express correlation consol-

idated into one multimodal (otherwise called heterogeneous, multilayered, multiplex,

multisocial) network, or just spoke to as one network, disposing of the data about the

cooperation writes.

From a network point of view, static social network communities are approximately

characterized as districts of a network with thick associations inside the area, in respect

to its environment. As it were, a group is an arrangement of people more firmly associ-

ated with each other than with individuals from different communities. Various people

group distinguishing proof techniques have been generally utilized as a part of human-

ism and science. With the current increment in the span of network datasets, there has

been a blast in computational group distinguishing proof apparatuses. As specified over,

a noteworthy inconvenience of these strategies is that the worldly part of associations is

disposed of.

The concept of dynamic communities conquers this issue. A dynamic group is a gath-

ering of people who communicate all the more much of the time, adjacently and deter-

minedly among themselves than with different people. Mitra et al. of article [37]

demonstrates that the concept of dynamic communities reveals heretofore shrouded

examples and procedures in networks utilizing two equid species as illustrations. This

technique is broadly important and could give more prominent bits of knowledge into

animal sociality, particularly in situations where connections fluctuate with time, as hap-

pens generally crosswise over species. By expanding the customary static perspective of a
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group as an arrangement of people to now incorporate the people and their associations

over a day and age, it is conceivable to better comprehend the structure and working of

animal social orders (counting humans).

The inspiration for distinguishing communities and the supposition hidden group

induction techniques is that communities are dormant structures that are showed by

the watched connections. Computational dynamic communities derivation techniques

adopt two conceptual strategies: transiently hanging static communities recognized at

each time step or grouping collaborations after some time to streamline some target,

for example, relative worldly thickness inside communities versus outside or to limit

the adjustment in group membership.

5.2 Dynamic Social Network Model

Dynamic networks are essential in various situations. In the first place, if the network

information are being contrasted with free procedures, for example, the spread of data

or malady or natural changes; at that point dynamic networks will give more precise

assessments of spreading rates. Second, if the network has unsurprising examples of pro-

gress, for instance, diel cycles or occasional changes, at that point dynamic networks

ought to be utilized to catch the effect of these progressions. Third, dynamic networks

[41, 42] are vital for investigations of spread through networks when the connection

between edge weight and transmission likelihood is nonlinear. At last, dynamic social net-

works are additionally valuable in circumstances where communications among people

are thick, for example, in investigations of hostage gatherings. The utilization of static ver-

sus dynamic network requires cautious thought, both from an exploration question point

of view and from an information viewpoint, and this chapter gives a guide on the most

proficient method to assess the relative significance of these.

Dynamic social networks may likewise be dynamic by nature. Ties are built; they may

thrive and may create cozy connections, and they can likewise condense quietly, or unex-

pectedly go bad and run with a blast. These intelligent changes might be reflected in the

result of the auxiliary areas of the on-screen characters encompassed by the network

thinking about the case, when companions of companions move toward becoming com-

panions, highlights of the performing artists, highlights of sets of on-screen characters,

and persevering random effects keeping in mind the end goal to imply peculiar effects.

A dynamic social network involves relations among on-screen characters that change with

stage. An underlying hypothesis of a couple of the model which are given transiently in

paper [37] suggests that the network associations are fleeting events, as well as can every

now and again be considered as states with an inclination to persist with stage. Various

affiliations generally examined in network investigation normally satisfy this need of pre-

dictable adjustment, for example, companionship, trust, and collaboration. Different net-

works all the more intensely look somewhat like the “occasion information”; an

occurrence can be located as the arrangement of all phone calls middle a gathering of per-

forming artists at any given time point, or the arrangement of allmessages being pushed at



Table 2 Details of the Survey on Themes That Focus on Social Networking Issues

Sl. No Literature Year Subject of discussion on social network

1 Davidekova et al. [36] 2017 Emergency social network approach that uses emergency posting through

application program interface

2 Marche et al. [43] 2017 Object navigation in social network as per distance from one node to other

3 Merini et al. [44] 2017 Image tracing in social network using CNN approach

4 Santi et al. [45] 2012 Analysis of mobile social network based on mobility model for the purpose

of next generation network

5 Nie et al. [46] 2016 Learning and teaching from multiple social networks

6 Hargitai et al. [47] 2016 Investigation on social network analysis based on big data, big problems,

and internet log data

7 Zhao et al. [48] 2018 Recommendation of movie for social awareness through multi modal

network learning

8 Mitra et al. [37] 2016 Analytical study of dynamic models in social network
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any given time point. While it is expressive to derive these networks as needles of corre-

spondence, it is not sensible to regard their connections as constant states, in spite of the

fact that there lies the likelihood of gathering the force of an occasion over a specific period

and after that view these totals as pointers of states. Table 2 describes the details of the

survey on different themes that focus on social networking issues.
5.3 A Framework for Dynamic Social Model

The system allows the following of both group based and additionally the individual

events. So as to depict occasions or rather the events a crisp time named as the group hail

is alluded, which would cover all the conceivable advances inside the extent of a group

[29]. Based on this concept, keeping in mind the end goal to shield every single plausible

change of a group occasion definitions term has been advanced. In nature, it is watched

that every one of the people inside the group have shared regular interests which frame the

premise of their communication. Considering an illustration where individuals physically

or essentially accumulate for a talk on a theme or for sharing a thought, this aids in the

recognizable proof of individuals and nonindividuals. Albeit human communities are

more sensible in this angle, yet at the same time manufactured communities are believed

to have the same basic examples. Consequently, a self-ruling independence for a group

can be accepted based on common interests. This character is being known as the group

banner, and it envisions the arrangement of a group and its constituent partners. This peo-

ple group hail is incomparable and cannot be isolated or copied. The lifecycle of a group

banner can be divided as a couple of stages as follows. (1) A people group frames in a

depiction: Flag has been raised. (2) It might be steady from a preview to another: Flag
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is still there. (3) It could draw in new individuals or lose a few individuals: Flag is waving.

(4) It might consolidate another group: Dominant banner takes control. (5) It might sep-

arate into at least two littler communities, with each new part having its own freedom: The

most critical part conveys the banner with itself. (6) At last it can break separated into

pieces while no piece safeguards the character of the group: Flag has been vanished.

5.4 Use of Dynamic Social Network: Social-Aware Routing in MANET

This section will exhibit an application wherein the steering approaches inMobile AdHoc

Networks are recognized by the network group structures. A MANET can be characterized

as a dynamic remote network where the key association might be available or missing.

Here every hub can travel generously at any way, yet should bring about a composed irreg-

ular development. Attributable to the suppleness of the hubs and the nearness of a

precarious connection in a MANET, the primary test lies on outlining a skilled directing

plan. Most recent inquires about have exhibited that the effects of social networks and

social-aware calculations are seen in MANETs, so it bears an incredible potential in net-

work steering. The fundamental purpose for this lies on the reality of having a character-

istic inclination of individuals in shaping little groups or communities inside the vast

correspondence networks for visit correspondence than that with outside individuals.

Through the presence of the group of hubs which are thickly associated, the social prop-

erty is wonderfully imitated to the fundamental MANETs. With this the fundamental

thought of group structure in mobile ad hoc networks is created. This additionally offers

ascend to the numerous steering methodologies which have given extensive change over

customary strategies. Because of the recomputation of the social structure because of net-

work topology change, these group location techniques abuse thosemethodologies which

were not germane for dynamic MANETs as this would bring about noteworthy computa-

tional charges and regulation time. In this manner, when a versatile group structure

discovery calculation is utilized, the center of the network will accelerate alongside the

change of the strength to steering approaches in MANETs.
6 Factors That Affect the Design of a Social Network

Social networking services are changing the way in which individuals utilize and draw in

with the Internet and with each other. Youngsters, especially, rush to utilize the new inno-

vation in ways that inexorably obscure the limits among on the web and offline exercises.

Social networking services are additionally growing quickly as innovation changes with

new mobile measurements and highlights. Kids and youngsters inside the United King-

dom, who have grown up underestimating the Internet and mobile innovations, make

up a noteworthy fragment of the first to misuse the positive open doors and advantages

of new and developing services, yet in addition the first to need to arrange suitable prac-

tices inside the new communities [51], and to need to distinguish and oversee chance.

Social networking services are on the ascent all around, and this change is additionally
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clear in expanded United Kingdom engagement with locales. Ofcom’s current Interna-

tional CommunicationsMarket 07 report (ii) discovered proof thatmore grown-ups utilize

social networking locales in the United Kingdom than in some other of the European

nations incorporated into the review. ComScore information from August 2007

(iii) proposes that United Kingdom Internet clients clock up a normal of 23 visits and

5.3h on social networking destinations every month. Ofcom announced that 39% of all

United Kingdom Internet clients utilize social networking services, while the ComScore

figures indicate 24.9 million individual social networking service guests in August 2007.

As per late Hitwise figures, the most prevalent committed social networking locales in

theUnited KingdomareMySpace, Facebook, and Beboiv. These kinds of social networking

services are profile centered—movement bases on web pages that contain data about the

exercises, interests, and likes (and aversions) of every part. While the quantity of guests to

social networking locales is expanding, so too are the quantities of new services being pro-

pelled, alongside the quantity of longstanding (inside the generally short life expectancy of

the Internet) websites that are including, creating or refining social networking service

highlights or apparatuses. The manners by which we interface with social networking ser-

vices are growing as well. Recreations based and mobile-telephone based social network-

ing services that connect with the existing web-based stages or new mobile-centered

communities are quickly creating territories.
6.1 Management of Relationship Among Users in a Social Network

Management connections on the web and dealing with online presence of users are

critical to messing around with and utilizing social networks securely. Notwithstand-

ing, the speed of the improvement of social networking services may imply that the

youngsters will probably have created individual procedures or learnt from peers than

from formal guideline and support from grown-ups. Social networking destinations

shift in the sorts of apparatuses and usefulness, they give characterization of social net-

working locales as having three basic components: a part profile (in their definition this

is dependably a web page), the capacity to add different individuals to a contact list,

and bolstered collaboration between individuals from contact records (connection

changes enormously, and there will ordinarily be some level of association encouraged

between individuals who are not on each other’s contacts lists) (vi.) Social networking

locales are often seen by their clients as shut conditions, where individuals converse

with other members. This impression of social networking services as giving a private

space is probably going to represent conduct, dialect, and postings that do not inter-

pret well outside their expected shut setting. While it is imperative that youngsters

comprehend the general population nature of quite a bit of their action inside social

networking services (and can utilize consents and protection controls to oversee indi-

vidual data and interchanges), we likewise need to guarantee that online action is seen

comprehensively, that is, as the aggregate of action of all the online locales and net-

works that an individual has a place with.
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6.2 Profit by Social Network

Profile-based social networking services: Profile-based services are essentially sorted out

around individuals’ profile pages—pages that basically comprise data around an individ-

ual part, including the individual’s photograph and subtle elements of interests, different

preferences. Bebo, Facebook, and MySpace are for the most part great cases of profile-

based services. Clients build up their spaces in different ways, and can often add to each

other’s spaces, normally leaving content, implanted substance, or connections to outer

substance through message dividers, remark, or assessment devices. Clients often incor-

porate outsider substance (as gadgets) to upgrade their profiles or as a method for includ-

ing data from other web services and social networking services.

6.3 Type of Content Floating in Social Networks

Content-based social networking services: In these services, the client’s profile remains

an essential method for sorting out associations; however it assumes an optional part

to the posting of substance. Photograph sharing site Flickr is a case of this kind of

service, one in which groups and remarks are based around pictures. Numerous

individuals have discharge Flickr accounts and joined to the service to see their com-

panions’ or family’s consent secured pictures. Shelfari is one of the present yield of

book-centered locales, with the part’s “bookshelf” being a point of convergence of

every part’s profile. Different cases of substance-based communities incorporate

http://YouTube.com for video sharing and last.fm, in which the substance is orches-

trated by software that screens and speaks to the music that clients tune in to. In

last.fm, content is created by the client’s action. The demonstration of tuning in to

sound documents makes and updates profile data (“as of late tuned in to”). This thus

creates information around an individual client’s “neighbors”—individuals who have as

of late tuned in to a similar sort of music.

6.4 Audience of Social Network Site

Youngsters and social network services are overwhelmingly gone for and intended for

teenagers and grown-ups. Most services have a base participation age of 13 or 14years,

and numerous will unequivocally state they are intended for >18year olds. There might

be well-being limitations on the records of under 16–18-year olds—for instance,

regardless of whether they can show up in broad daylight looks. There are destinations

particularly intended for youngsters—for instance, both Teen Second Life and Habbo

Hotel are gone for teenagers. http://Imbee.com is essentially a blogging service for

tweens (youngsters matured 9–13years), requiring a parent’s consent to join. Both Dis-

ney and Nick.Com have devoted services for kids, Disney having as of late procured

ClubPenguin, a virtual world SNS went for 6-to-14-year olds, in August 2007. Kids

and tweens can make penguin symbols or online agents [52], for which they can

“purchase” (with virtual cash earned in-world diversions) garments, extras, pets,

http://YouTube.com
http://Imbee.com
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homes, furniture, and so on. Services went for youngsters normally have stricter secu-

rity settings, more prominent levels of balance and more constrained client coopera-

tions. Some furthermore have parental controls—for instance, requiring join, as a rule

with a Mastercard, and set inclinations, for example, the level of in-world correspon-

dence permitted. Well-being impediments may well make kid-centered destinations

less valuable for supporting instructive practices and activities than standard locales,

which reach far less demanding—factors which achieve their own difficulties. The

National School Boards Association (United States) as of late discharged research dis-

coveries of an investigation into the online practices of United States 9–17-year olds.

Their example included 2300 youngsters and parents. Nine-to-seventeen-year olds

announced investing nearly as much energy in social networking and web destinations

as they do sitting in front of the TV—around 9h online contrasted with 10h of TV. In all,

96% of the youngsters overviewed announced.
7 Security Prospective in Social Networking

For a newcomer to the Internet field, social networking locales are a perpetually promi-

nent path for individuals to remain associated. Somemay even dare to state that business

openings are framed and lost on the web, as our web nearness turns into a fundamental

piece of our own lives [49]. In a period where our online character eclipses our real char-

acter, as well as other key budgetary and individual frameworks too, the potential security

dangers related with these social networks cannot be focused on enough. Throughout the

years, scientists and programmers alike have distinguished a modest bunch of security

dangers running from individuals, procedure to application. The reason for this investi-

gation is to give a general diagram of the real security themes encompassing social net-

works today, and present the fundamental instruments behind each. Here, we catch up

with some substantial results that each hazardmay have, lastly give a course to take a gan-

der at as far as arrangements are concerned.

7.1 Social Networking: Information Leakage and Theft Mechanism

The vast majority when asked will concur that not every person they know is their closest

companion; there are the insignificant colleagues the distance to those with whom we

share our most profound insider facts, alongside numerous shades in the middle. How-

ever, the boundless wonders of social networking destinations have added new signifi-

cance to companions: two individuals are often “companions or not” [49]. While social

networks may not really increment solid ties, it surely does almost no for feeble ties.

Onemay have two or three dear companions and a large number of inaccessible compan-

ions, and a social network may essentially order them all as “companions.” More contacts

are not really an awful thing; the issue is who approaches our data? Social networking des-

tinations give a specific level of access control, yet a great many people do not require the

push to design these legitimately. To exacerbate the situation, oftentimes the data goes
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through a few jumps of “companions,” and by the possibility of six degrees of division it

appears to be outlandish to expect we are a long way from the terrible folks.

Utilization of Real Names and Personal Information—to really sweeten the deal, social

networking destinations contain data that is either generally genuine or effortlessly distin-

guished as phony. For the sole motivation behind staying aware of companions in an

apparently reliable space, individuals have almost no impetus to misrepresent data on

Facebook.

7.2 Trust Relationship in Facebook

Without considering the mobilization necessity unwinding for Facebook in the most

recent years, clients used to require a legitimate scholarly email deliver so as to enlist.

The greater part of Facebook clients still work under this supposition (to the extent

I can tell, the open Facebook does not trouble the newcomers either), and we naturally

trust whoever is in our network. Most ground networks are open and picking up a mail

address is not troublesome. In addition, numerous clients will readily acknowledge com-

panion demands from individuals that are not even in their network. When an outsider

interfaces with somebody in another network, he pretty much acquires his companion’s

qualifications with regard to managing others in a similar domain, giving him simple

access to different clients. As a reward, this may enable a malevolent client to bypass

domain-based security settings.

7.3 Phishing Technique of Attack in Facebook

As the name may recommend, phishing is the demonstration of taking sensitive data

with a medium that has been intended to disguise an honest to goodness source. For

instance, an evil client could profess to be a bank and convey mass messages request-

ing login accreditation confirmation. The client would undoubtedly be diverted to a

website that seems like the real bank website that the programmer has developed

and be incited to enter their accreditations. Refined phishes may use different systems

inside social building and program/server deformity, to influence the plan to look more

conceivable.

There are two key variables to a successful phishing plan: (1) appearance of authentic-

ity and (2) reliability of the conveyance medium. Current phishing plans depend on

detailed individual data for focused attack. Studies demonstrate that lance phishing, or

phishing with focused individual data, can accomplish up to an 80% achievement rate

[49]. For a while, we appeared to have this under control, with application level heuristic

channels and network/firewall level area screening. Enter social network locales, for

example, Facebook, MySpace, and LinkedIn. As expressed beforehand, at no other

time has the online populace so energetically revealed their own data, for example, tele-

phone numbers, locations, interests, and instruction history, that what used to be the true

objective of major corporate secret activities operations would now be able to be gathered

at the snap of a couple of catches. Because of their business esteem and far-reaching
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acknowledgment, these destinations are impenetrable to corporate firewalls. Joined with

poor client instruction, effective APIs, and trashy protection settings, social network des-

tinations give the ideal place to gather data and breed assault vectors.

There are some possible solutions to the above attack in social sites. Clients ought to be

instructed about the conceivable outcomes that phishing brings. Not exclusively should

clients be delicate about suspicious URLs and messages, they ought to take after strict

approaches with respect to phishing site cautioning messages. Above all, clients should

audit security settings in their social network applications and presentation. At the appli-

cation level, one may consider upholding Microsoft Internet Explorer or Mozilla Firefox’s

phishing control. As an additional assurance, services like PhishTank and BlueCoat [49]

give network and application level boycotting.

7.4 Source Identification of Spread Rumor in Social Networks

Recognizing rumor sources in interpersonal organizations assumes a basic part in con-

straining the harm caused by them through the auspicious isolate of the sources. In

any case, the worldly variety in the topology of informal communities and the progressing

dynamic procedures challenge our conventional source distinguishing proof strategies

that are considered in static systems. Jiang et al. of article [53] presents a thought from

criminology and proposes a novel technique to defeat the difficulties. First, it decreases

the time-shifting systems to a progression of static systems by presenting a period incor-

porating window. Second, rather than assessing each individual in conventional systems,

it embraces an invert dispersal technique to indicate an arrangement of suspects of the

genuine talk source. This procedure tends to the adaptability issue of source-recognizable

proof issues, and along these lines significantly advances the proficiency of talk source ID.

Interpersonal organization information can help with getting important understanding

into social practices and uncovering the basic advantages. New enormous information

advances are rising to make it simpler to find significant social data from advertise inves-

tigation to counterterrorism [54]. Sadly, both different social datasets and huge informa-

tion advancements raise stringent security concerns. Foes can dispatch derivation

assaults to anticipate touchy inactive data, which is unwilling to be distributed by social

clients. In this manner, there is a tradeoff between information advantages and protection

concerns. In this chapter, we explore how to improve the trade-off between idle informa-

tion security and modified information utility. He et al. of article [54] proposes an infor-

mation disinfection methodology that does not incredibly diminish the advantages

brought by interpersonal organization information, while touchy dormant data can even

now be ensured. Notwithstanding considering intense enemies with ideal derivation

assaults, the proposed information cleansing procedure can in any case safeguard the

two information advantages and social structure, while ensuring ideal dormant informa-

tion security.
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8 Impact of SNSs—Facebook as a Case Study

There are numerous inquiries concerning the social impact of across-the-broad utiliza-

tion of SNSs like Facebook, LinkedIn, MySpace, and Twitter [55]. Do these advancements

confine individuals and truncate their connections? Or on the other hand are there ben-

efits related with being associated with others along these lines? The Pew Research

Center’s Internet and American Life Project chose to inspect SNS in a survey that inves-

tigated individuals’ general social networks and how utilization of these advances is iden-

tified with put stock in, resilience, social help, and group and political engagement.

The discoveries displayed in Ref. [55] paint a rich and complex photo of the part that

advanced innovation plays in individuals’ social universes. Wherever conceivable, the

research [55] expected to unravel whether individuals’ shifting social practices and states

ofmind are identifiedwith the diverseways they utilize SNSs, or to other pertinent statistic

qualities, for example, age, sexual orientation, and social class.

8.1 Facebook Clients Are More Trusting Than Others

Sometimeswhen inquired as towhether they felt “that a greatmany people can be trusted.”

At the point when relapse examination was done to control for statistic factors, it was dis-

covered that the run-of-the-mill web client is more than twice as likely as others to feel that

individuals can be confided in Facebook. Further, it was discovered that Facebook clients

are considerably more prone to be reliable. A relapse examination was done to control

for different components and it was discovered that a Facebook client who utilizes the site

numerous times each day is 43%more probable than other web clients andmore than three

times as likely as nonweb clients to feel that a great many people can be trusted.

8.2 Facebook Users Have All the More Pleasant Connections

A survey in Ref. [55] claims that the normal American has a little more than two discourse

associates, that is, individuals with whom they talk about critical issues. This is an unob-

trusive, however altogether bigger number than the normal of 1.93 center ties revealed

when the survey [55] group asked this same inquiry in 2008. Controlling for different

variables, it was discovered that somebody who utilizes Facebook a few times each day

midpoints 9% all the more close, center ties in their general social network contrasted

and other web clients.

8.3 Facebook Clients Get More Social Help Than Other Individuals

The research [55] took a gander at how much aggregate help, passionate help, fellowship,

and instrumental guide grown-ups get. On a size of 100, the normal American scored

75/100 on a size of aggregate help, 75/100 on enthusiastic help (for example, accepting

exhortation), 76/100 in brotherhood (e.g., having individuals to invest energy with),

and 75/100 in instrumental guide. Web clients as a rule score 3 focuses higher in all
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out help, 6 focuses higher in camaraderie, and 4 focuses higher in instrumental help.

A Facebook client who utilizes the site various times each day tends to score an extra 5

focuses higher in all out help, 5 focuses higher in passionate help, and 5 focuses higher

in fellowship, than web clients of comparative statistic qualities. For Facebook clients,

the extra lift is equal to about a large portion of the aggregate help that the normal Amer-

ican gets because of being hitched or cohabitating with an accomplice.
9 Conclusion

The offered chapter presents an extensive survey on various critical issues that have

been considered and carefully identified during the review process. After observation

inmost of the contribution, it was found that themajor challenges lie in the area of secu-

rity and smart communication among members of the social network. The chief chal-

lenge lies in authentication of delegation for proper use of resources [56, 57] in social

network and design of dynamic models for correct network formation. Similarly, where

the role of financial outcome of the subnetworks under a social group is very significant,

at the same time cooperation among members of the social network is considered

equally important during the above study and analysis. The topic of how to maximize

the influence of the social network system was discussed with few proposed models

as well as the educational outcome of the social networks as a key part of educational

improvement was also elaborated with problem solution. The above research piece of

work reports most of the practical and social issues of the most recent and emergent

technology of current age with their positive aspects with scope of further development

for optimization.
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1 Introduction

Human societies are in a state of continuous change. Over the years, societies grow up and

as a consequence, their organizations and emerged communities are getting more com-

plex. This complexity causes many challenges to understand, describe, and predict these

systems. Based on the observations, having knowledge about the performance of the com-

ponents separately does not give us all information about the whole system. Dynamics of

societies is a sort of self-organized process in which individuals interact with their neigh-

bors and modify their relations based on their benefits [1, 2]. Changes in the microscopic

levels and small time scales give rise to the formation of patterns in macroscopic levels

and at larger scales. In other words, the emergence of collective behaviors in complex phe-

nomena is something more than interaction among components.

Social networks are examples of communication networks in which human commu-

nications happen face to face among people [3–5] or indirectly [6–12]. Direct contact

between persons is the reason of the spreading of rumors, news, jokes, andmany diseases

and epidemics. In recent years, many concepts have been introduced such as centrality

measures, and cliques and communities to study network structures. Studying and under-

standing the dynamics of these social networks are an important area that many scientists

have worked on and have introduced some concepts such as small-world property and

preferential attachment [13]. Many of real-world networks are open and in continuous

growth by adding newnodes likeWWW.On the contrary,many knownnetworks are closed

and a number of their nodes do not change over time like interaction between countries or

students in classrooms. The dynamic of these networks is based on flipping of relations

[14]. This chapter is assigned to study some dynamical properties of these systems based

on Heider’s balance theory. This theory was introduced to understand why individuals

change their relations in different situations [3]. Changes in relations deform societies’

topology to gain stability eventually. To investigate the dynamics of interactions in a soci-

ety usingHeider’s balance theory several studies have been done on empirical data such as
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00003-7
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the karate club and international conflicts [15, 16], as well as analytical [17, 18] and numer-

ical models [4, 19–22]. In this chapter, we use this theory to study the dynamics of social

networks and paths that end to local or global balanced states. How breaking symmetry of

relations affects the frequency of balanced states and at the end, by considering humans

ability to remember sequence of events, we address why balanced states do not appear

frequently in real systems.
2 Current State and Historical Development

2.1 Heider Balanced Theory

A society consists of a collection of members and their relationships that influence each

other. In this context, Heider [3] proposed the “cognitive balance theory” which quantifies

the relation between two persons and their attitude toward a topic in a triadic configura-

tion. Based on this theory, connections are rearranged to become stable [5]. As shown in

Fig. 1, there are four possible triadic relations. These triangles can be classified into two

balanced and unbalanced configurations. The first two triads are balanced and the two

last ones in Fig. 1 refer to unbalanced triads. Tension in unbalanced relations stimulates

individuals to modify and change their relation to reach a balanced configuration.

Later, Cartwright et al. [23] generalized Heider’s approach by changing the “attitude”

node with third person to study the interactions among individuals in triadic relations.

In this sign graph, links can be positive or negative. Positive relations refer to friendship,

cooperation, tolerance, etc., while negative links denote animosity, rivalry, or intolerance

in social groups [24–27]. The relations change as to implement four rules: friend of my

friend is my friend, friend of my enemy is my enemy, enemy of my friend is my enemy,

enemy of my enemy is my friend.

2.2 Energy Reduction

Now how could one gain a physical insight into the structure and dynamics of such sys-

tems? One answer that can help us is the concept of Hamiltonian. A smart technique that

could be implemented to study the evolution is to relate a Hamiltonian to the system [28].

If the relation or the link between the nodes i and j is represented by Sij, for friendship it

would be 1 and for enemy it would be �1. A Hamiltonian definition for a fully connected

network with N nodes is provided as [28]
FIG. 1 Four possible states of triadic relations based on Heider’s balance theory.
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H ¼ �1
N
3

� �XSijSikSjk (1)

According to this definition, energy of the balanced and unbalanced triangles of rela-
tions are, respectively, referred to as �1 and 1 energies. The total energy of the system is

obtained by subtracting the number of unbalanced triangles from the number of balanced

triangles. To have the energy in the range of [1,�1], it is normalized by the total number of

triangles. By evolution of relations to reduce tension in the whole of the system, the energy

decreases to reach �1.

2.3 Evolving Networks

For a three-node system which shapes a triangle, a balanced triangle is formed only when

the product of the values assigned for the links between each pair of nodes has a positive

sign. The tendency is to have a balanced triangle, which implies that as the network

evolves, the unbalanced triangles eventually become balanced. A study on the dynamics

of social networks, considering balance theory, traces back to Antal et al. [29]. They pro-

posed twomodels based on the evolution of links for fully connected networks: local triad

dynamics (LTD) and constrained triad dynamics (CTD).

In the LTDmodel, in each time step, a triad is chosen randomly. If it is a balanced con-

figuration nothing is changed. If the triad is unbalanced, on a randomly chosen of links,

unbalanced triad modifies to a balanced one, as shown in Fig. 2. Modifying this unbal-

anced triad may lead to produce some unbalanced triads that share a link with the target

triad. In the next steps, these triads will evolve and like a cascade all the triads will become

balanced. It is shown that depending on the value of p, the final state of a society based on

thismodel is “paradise” or “bipolar” states. Paradise state denotes a society inwhich all the

relations are positive; bipolar state indicates a society with two groups that the relations

inside each group are positive and the relations between groups are negative.

In the CTD model, in each time step, a link Sij is chosen randomly. Then, individual i

changes its relationwith individual j if flipping their relation reduces the number of unbal-

anced triads or in other words it reduces the total energy in the whole system. Even if local

energy for individual i increases during this process, the change is accepted. Therefore,
FIG. 2 Possible changes in triadic relations according to the LTD model.
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evolution of links between each two nodes i and j is calculated by the sum over all pairs of

links of that nodes with the thirds nodes k:

d

dt
Sij �

X
j¼1

SikSjk (2)

Links that do not change energy are flipped by probability 0.5. In the evolution of the
society, according to thismodel two conditions happen at final states. If the process guides

the system to its minimum global energy state, all triangles become balanced. In balanced

state, the system could either attain “paradise” or “bipolar” states. Sometimes the system

traps in local minimum energies or pseudo-stable states which are called “jammed”

states. In jammed states, some triangles are still unbalanced, but changing of any link

would increase the energy in the system.
3 Pseudo-Paths Toward Jammed States

It is worth noting that in the early stages, if dynamic starts from a totally antagonistic sys-

tem, many links have the possibility to be changed. It seems that jammed states are not

some sudden event that appears suddenly over the evolution of the system. Fig. 3 shows a

schematic view of a system which evolves according to the CTD model. Light gray lines

and their separations represent the various paths a system can go through. Dark gray cir-

cles refer to the jammed states and balanced states are shown at the end of the evolutions.

The magnified part of the figure shows what happens near a jammed state. Evolution is
FIG. 3 The left panel represents a schematic view of the network evolution [14]. The right panel shows the percentage

of links that are not possible to change as a system get close to jammed states.



Chapter 3 • Dynamics of Social Networks Based on Heider’s Balanced Theory 53
shown from left to right during which the energy changes from 1 to�1. Changes in color of

lines from light gray to dark gray show this process. In the dark gray line zone, any change

guides the system toward jammed states which are shown by dark gray dots. As energy

goes down, the number of allowable links decreases especially in the vicinity of local or

global minimum energy states (see the right panel of the figure). In this panel, the results

are shown for different sizes of networks (N refers to the number of nodes) and curves

show the percentage of links that cannot be changed (n) to the total number of links

(n0). Curves indicate the average values over all the appeared jammed states. By decreasing

the number of possible links toward local minimum energy states, some paths seem to

appear. These are called the pseudo-path toward jammed states. An interesting question

can be how could one detect these paths in advance to encounter jammed states.

Although the Hamiltonian concept provides a platform to more easily trace the

dynamic of the system [28, 30], because of the diversity of possible paths, it could draw

a clear picture of the steps. One solution is to introduce an indicator to uncover the emer-

gence of hidden pseudo-deterministic paths toward jammed states. Most of the times,

when we talk about a system with high interaction among its members, the concept of

collective behavior comes into play [13, 19, 30–32]. In fact, in the evolution of a system

based on the CTD model, collectivity can be seen in the formation of communities

[28]. Marvel et al. [28] showed that jammed states occur below the zero energy and there

is a relation between the value of energy and the number of communities at jammed

states. This means that at higher values of energy, the system is more complex and the

number of communities is higher. It is shown that near the balanced and jammed states

that communities form, participation of individuals increases [14].
3.1 Discussion

3.1.1 Role of Individuals’ Participation
According to the Heider balance theory and CTD model, communities are a collection of

agents that are mostly friend with each other and enemy with members of other groups.

Now, we know that by the evolution of the society, paths toward the minimum tension

states are selected by the system. Andwe are aware that some pseudo-paths guide the sys-

tem to jammed or balanced states. It is shown that the collective behavior of individuals is

responsible for this process [14]. In fact, in the vicinity of these special states, the partic-

ipation of all individuals goes up. It is shown that there is a difference between the concept

of participation and community [14]. The concept of community refers to the group of

individuals that mostly communicate with each other or have the same attitude in the

society. But the concept of participation refers to a situation that all the members have

a mutual concern.

It is shown that on the paths toward jammed states, further away from jammed states,

the possibility to avoid encountering to jammed states increases [14]. In fact, there is a

characteristic length that greater than that the evolution is random and roots may not

end up to a jammed state. It can be shown that in the vicinity of jammed states, the
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participation of individuals start to increase. This fact can be used as an indicator to detect

these states in advance. Therefore, participation is directly proportional to the formation

of communities and is a sign of community formation.

3.1.2 Inverse Participation Ratio
Regarding detecting jammed states in advance, it is worthy to study the behavior of par-

ticipation ratio of the system over its evolution. This method uses eigenvalues and eigen-

vectors of the interaction matrix. Eigenvectors are usually used to detect communities

[33–37]. It is also used as a measure of individual’s participation [14]. In a network with

two communities, positive and negative components of the eigenvector corresponding

to the largest eigenvalue can be used to detect those communities [36, 38]. But when

the number of communities exceeds two, we need to look at the patterns in other eigen-

vectors [36, 39]. In the case of detecting communities, only the sign of the components is

important. But in the case of calculating node’s participations, it is the magnitude of the

components that is important. The greater value of eigenvector components refers to the

greater participation of nodes. The name of themethod is inverse participation ratio (IPR)

and is obtained by [40–42].

IPR¼ 1XN

i¼1
V 4
i

(3)

where Vi is the i component of the eigenvector. As the power is 4, the value of IPR only
depends on the value of Vi either positive or negative. The minimum IPR is when except

one component, all the others are zero. By deviation of the value of components from zero,

IPR starts to increase. Maximum value of it is equal to the size of the system (number of

nodes). The next step is to define eigenvalues that contain information.

As the network here is fully connected and undirected, the interaction matrix is sym-

metric and the diagonal components are zero.When amatrix is symmetric, its eigenvalues

and eigenvectors are real. To find out the effective eigenvalues, it is worthy to compare

eigenvalues of the jammed states with eigenvalues of an assembly of random networks

with positive and negative links. As the random networks hardly possess any information,

any deviation from a bulk random behavior contains a useful information [43]. Fig. 4

shows the results of this comparison for jammed states of networks with 35 nodes. The

dark gray squares represent the eigenvalues of jammed states and the gray circles inside

the black square indicate the eigenvalues random networks. To make the value of a

jammed state more clear, one of them is shown in light gray squares. Eigenvalues of

the other jammed states are also the same. From the figure it is clear that three of them

are out of the black square, the lowest eigenvalue (λmin), the greatest (λmax), and the second

greatest (λmax�1) eigenvalues.

Hence, it is enough to study the evolution of IPR for these three eigenvalues (Fig. 5).

From the figure, it is obvious that near the jammed states, the behavior of IPR is different

from the balanced states and this deviation is more clear in λmin. In the greatest



FIG. 4 The inverse participation ratio (IPR) vs the eigenvalues for jammed and random states [14]. The number of

nodes in the networks is 35.
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eigenvalue, λmax, participation of individuals increase toward the final state irrespective of

whether it is balanced or jammed. According to the IPR evolution in the λmin, the partic-

ipation of individuals decreases toward balanced states, but for the jammed states from a

time interval before reaching the final state, it starts to go up.
4 Effect of Gain and Loss of Esteem in Heider’s Balance Theory

A few years ago, Elliot Aronson [44] describes the effect of relations change in terms of gain

and loss of esteem; see the description and literatures in Ref. [45]. In Ref. [20] by adding a

term to the dynamic equation of Heider’s balance theory, the authors investigated the

effect of this process on the dynamic of social networks. They broke symmetry of relations

between individuals as a consequence of this condition. Scientific discussions about the

concept of gain and loss of esteem is not finished yet [46–50]. Two examples of considering

this effect are for man-machine cooperation [51] and for leadership evaluations which

depend on the time evolution of their behavior named St. Augustine effect [52]. It is worth

studying the effect in the cognitive Heider balance theory of social networks. In the next

section, it is shown that in the asymmetry of relations in the dynamics of social networks

based on the CTD model, the number of jammed states drastically increases.

4.1 Balanced States

The simplest equation that can explain the dynamics of relations in a network based on

the Heider balance theory is

dxij

dt
¼Θ xij

� �
Θ 1�xij
� �X

k

N�2

xikxkj (4)

The stability condition of a system in its final state is where all the links are jxij j�1 and
xij dxij/dt>0; either xij increases to 1 or it decreases to�1. Fig. 5 represents a jammed state,

where positive links are within a triad, and negative links are between different triads.

Considering that products of Θ functions is one, the r.h.s. in Eq. (4) is +7 in positive links,

and is �1 in negative links; therefore this configuration is stable.

We now explain the jammed states where relations are asymmetric [20, 53]. Choose

node i and set all of its links xij ¼ 1, and xji ¼�1 or vice versa. As this node can be selected

in N different ways, we have 2N such states. Then choose another node and divide the

remaining N�1 nodes into two nonempty groups, internally friend and mutually ene-

mies. This state is balanced. The division can be done in 2N�2�1 ways. Relations of node

iwith others are either xij¼ 1, xki¼ 1, xji¼�1, xik¼�1, or xij¼�1, xki¼�1, xji¼1, xik¼ 1.

These two options mean that there are 2N(2N�2�1) jammed states and in summary, there

are 2N+2N(2N�2�1)¼N2N�1 jammed states. The stability of these jammed states can be

verified analytically. Consider part I includes a configuration of N1 nodes, part II includes

N2 nodes, and node i is i¼1; so, N¼N1+N2+1. This system is balanced except node 1.

Consider for j 2 I and k 2 II one has xj1 ¼ x1k ¼ 1 and x1j ¼ xk1 ¼ �1, as shown in

Fig. 6. Stability can be checked by calculating the r.h.s. of Eq. (4).



FIG. 6 A jammed state configuration by two internally friend andmutually hostile groups of nodes I, II, and also node

1 with asymmetric relations [20]. The solid lines represent positive or friendly relations and the dashed lines show

negative or hostile relations.
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There are also 2N�1 balanced states, including paradise states where all the links are

positive. This means that the frequency of jammed states is at least N orders larger than

the frequency of balanced states. The phrase “at least” is because numerical calculations

are done for N¼5. In larger systems in which we would see even more complex configu-

rations, this number may increase.
4.2 Differential Equation

By adding the effect of gain and lose of steam into the conventional master equation of

Heider balance, the time derivative of link xij varies as

dxij

dt
¼ 1�x2ij

� �
α xji�xij
� �

+
1�α

N �2

X
k

N�2

xikxkj + γ
dxij

dt

" #
(5)

where αmeasures the intensity of the direct reciprocity process for the relations between i
and j [20]. So, 1�α is a measure of intensity of Heider’s balance theory. Here α controls the

rate of the two processes. In the conventional equation, the third term is zero. Coefficient γ
measures the importance of xij dynamics and is kept independent of α. The role of pre-

factor 1�x2 is similar to the product ofΘ functions in Eq. (4) to keep relations in the range

(�1, 1). After a short algebra process, one can obtain [20]

dxij

dt
¼

1�x2ij

� �

1� γ2 1�x2ij

� �
1�x2ji

� � α 1� γ 1�x2ij

� �� �
xji�xij
� �

+
1�α

N �2

X
k

N�2

xikxkj + γ 1�x2ji

� �
xjkxki

h i#"
(6)

One can note that close to the stationary state, where jxij j�1, the equation reduces
to the situation that γ¼0. Yet, as shown in Ref. [53], the direct reciprocity mechanism is

to reduce the asymmetry of the relations before encountering jammed states. If the α
coefficient is small, the process is slow and the Heider balance configuration is not

attained.
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4.3 Discussion

It is worthwhile to see the stable states of Eq. (6) for different values of α and γ as well as

different probability distributions of initial values of relations. Distributions are chosen

to be uniform and their range is in (p�0.3, p+0.3), where p is the other parameter of the

simulations and the width of the distribution is 0.6 for all calculations which guarantee

asymmetries of relations. In each set of xij(t), i, j¼1,…,N, system experiences three phases

of different stable states: paradise, balanced, and jammed states. After limited time steps,

relations get close to �1 and the system reach a saturated situation. Exceptions from this

process happens but is very rare and almost happens at α¼0 [54]. These cases eliminate

from the realizations.

In Fig. 7, simulations are performed for networks withN¼20 nodes, equivalent to have

380 equations of motion. The aim here is to draw a phase diagram of different final states

for various sets of parameters, that is, p, α, and γ [55]. The number of realizations for each

set of parameters is 200. The number of states in each phase is counted. Lines between
FIG. 7 The phase diagram on the plane (p, α), with the phases J, HB, P (jammed, balanced, paradise) (upper plot), and

an inset (lower plot) [20]. The lines are for γ ¼0.0, 0.1, and 0.2. Lines with filled symbols represent phase transition

from balanced to paradise states and open symbols indicate phase transition from jammed to balanced states.
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each two phases show the situation that the number of final states in the phases are the

same. If we consider the value of α on the lines as αc; for α>αc, most of the final states are

balanced ones and for α<αc most of the final states are jammed states. This behavior

depends on the value of p and for p> 0.06, the paradise states are dominant. Note that

as γ coefficient increases, the phase transition from jammed states to balanced states

appear in lower values of αc. Increasing γ has a small effect on phase transition from

balanced states to paradise states by a slight shift into smaller values of p.

Empirically, relations are not mostly symmetric [53, 55] and according to the results of

this work, in the case of asymmetric relations, many of the statuary states are jammed

states with a few unbalanced triads. Recall that in the case of symmetric relations, jammed

states are not generic. In Eq. (5), the term proportional to γ produces another mechanism

to even the asymmetric relations out, because an increase of xij is correlated with an

increase of xji. In the presence of this term, the asymmetry is removed by twomechanisms

and not only by one. Therefore, to gain the balance, a smaller value of α is necessary;

hence, the critical value of α decreases with γ, as shown in Fig. 7.
5 Glassy States in Aging Social Networks

“Yesterdays’ friend (enemy) rarely becomes tomorrows’ enemy (friend).” It seems that

the history of relations play a pivotal role in the dynamic of social networks. As

human beings have the ability to remember sequence of events even unconsciously,

some concepts emerge over time in social interactions such as commitment and alle-

giance. These concepts lead to the formation of cultural communities, alliances, and

political communities [56–58]. In terms of psychology, the more time a relation do not

change over time, the more powerful the commitment is. There are some people, like

family members, business partners or even friends (or enemies), with whom most

persons have no tendency to change their relationships at least for a long time. His-

tory of relations can be a good reason for the resistance of changing that can be

appeared by two parameters: “weight of links” and “age of links.” In general terms,

it depends on the weight or age of links, modifying or breaking them up among indi-

viduals eventually become difficult. In fact, young relations have more chance to

change than aged ones. Some works have tried to mimic the strength of relationships

through some models that consider a lifetime of relations and their emotional inten-

sity [59, 60]. Fig. 8 shows that social networks are very complex with some important

parameters for links.

Thanks to our ability to collect empirical data about human interactions, it is currently

shown that social interactions act as a series of correlated events. Each decision depends

on the local environment and previous decisions. In this context, based on the evolution of

in-cluster and out-cluster relations [32, 61–64], scientists have found that the heteroge-

neous dynamics are a consequence ofmemory. Some examples of these efforts are studies

on face-to-face contacts [65], cellphone users [66], rumor-spreading processes [67, 68],

individuals’ web browsing patterns [69], Boolean networks [70], or prisoner’s dilemma



FIG. 8 In social network dynamics, links can represent various information such as age, strength, and type of relations

[60]. This figure shows part of a network. Links indicate two types of relations for instance, friendship and animosity

are denoted by solid and dashed lines. Gradients of age are displayed by colors from light gray (young) to dark gray

(old) and line thickness represents the weight of links.
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games [71, 72]. Age of links decreases the probability of relation changes [73]. The Gallos

et al. [74] observations on real social networks explored that younger persons have less

closure in their relations by getting elder. In terms of modeling the social network dynam-

ics, it is useful to develop models to understand how memory or history has global

consequences on social system evolutions.

According to the nature of memory aspects in real systems [75–77], authors at [60]

mimicked the aging process of social relations using a kernel function in which age of

the relationships grows from past to present like a power law. They generalized the order

of the derivative in the conventional equation of balance theory [17, 78–80] to a noninteger

order. Their results showed the emergence of some long-lived states, named glassy states.

It can be informative to compare the concepts of glassy and jammed states. Although both

of them are not global minimum tension states, they have a characteristic that makes

them distinguishable. According to the tension-reduction process, social networks tend

to move toward lower tension or energy levels and reach the global minimum tension

states either paradise or bipolar states. Over this evolution, the system can be trapped

in some local minimum tension states called jammed states. In that situation, there is

no possibility to alter a relation and reduce tension or energy within the system. It has
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been shown that jammed states occur with negative energies. In contrast, in glassy states,

individuals resist to modify the quality of their relations to reduce the stress that keep

the system in unstable states. Although there are some links that changing them can

guide the system toward lower tension states, thanks to the resistance of aged links to

change, the probability of change is low.
5.1 Evolution of Aging Networks

Considering the CTD model, to study the effects of memory on the evolution of a social

network, the following assumptions are needed: although changes in relationships guide

the system toward lower tension states, due to a history of relations, individuals show less

tendency to alter their connections. This approach results in aged networks. In previous

studies, the authors did not consider any difference between age and strength of relations

in terms of weighted networks [81–83].
To study the effects of past events on the present ones, some works (e.g., Refs. [84–88])

have studied the fractional derivatives or integrals as a generalization of ordinary differ-

ential integral equations to non-integer ones. A similar approach of the fractional calculus

is considered for the conventional balance differential equation [60]:

c
t0
Dα

t �
X
j¼1

xkj tð Þxji tð Þ (7)

The left-hand side of this equation is Caputo fractional differential operator by order α

[89], where 0<α<1. The fractional order of derivation, α, represents the significance of

the memory. Where α¼1 refers to the nonmemory balance theory master equation

[17, 78–80]. Eq. (7) can be written in the form of Volterra integral [90, 91]:

xki ¼ xki0 +
1

Γ αð Þ
ðt
t0

dt 0 t� t 0ð Þ α�1ð Þ X
l¼1

xkl t
0ð Þxli t 0ð Þ

" #
(8)

This form of scale invariant time-dependent kernel lets us to consider historical effects.
In fact, due to the time lag-dependency nature of these operators, past events appear as

“non-Markovian” process on the dynamics. This mathematical approach practically

means that past events that are further from the present less contribute to the

current state.

The authors used the predictor-corrector algorithm [91–93] to find a numerical solution

for the integral of Eq. (8). They used the product rectangle rule [91] inwhich time is divided

into equispaced grids tj¼ t0+hj with equal space h. Therefore, Eq. (8) becomes [60].

xki ¼ xki0 +h
α
X
j¼0

n�1

bn�j�1

X
l¼1

xklxlið Þj
" #

(9)

In this equation, bn ¼ n+ 1ð Þα� nð Þα
Γ α+ 1ð Þ coefficients control the effect of the past events.
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5.2 Discussion

5.2.1 Simulation Model
In the simulation part [60], the authors worked with networks that are fully connected and

include N nodes where all individuals are connected with each other. They start from an

antagonistic network that all the links are �1. During the evolution at each time step, links

must fulfill two conditions. The first condition: links are selected randomly and are allowed

to switch their signs if the number of unbalanced triangles is reduced. The second condi-

tion: there is a competition between inclination of a link to reduce tension and the insis-

tence to keep the past relation because of the memory effect. To do this, a random

number is chosen from a uniform distribution over (0, 1). If the number is less than Aij
(α�1),

the sign of the link (sij) switches into its opposite (�1). The magnitude of Aij is equivalent to

the link’s age, where α shows the strength of memory on relations. The value of α changes

over (0, 1). Lower values of Aij or higher values of α lead to higher probability of changing a

link. In any N steps, the age of links (Aij) that do not change increases by one unit. N is the

number of nodes. According to these conditions, the system in various paths toward reach-

ing minimum tension states stays unchanged for some time intervals. If the system stays

static for a period of order of the number of links, it traps in some states called glassy states.

5.2.2 Formation of Aged Networks
In the conventional Heider balance theory, the dynamics is a Markovian process in which

past incidents play no role in rearrangements of link. Thus, when individuals decide to

modify their relations, independent from past, they only check the quality of relations

at the present moment. Converting the conventional time equation of balance theory

[53, 94] to the fractional form allows adding memory effects. Thus, interactions become

time dependent and the system experiences a non-Markovian process. Considering frac-

tional space only rescales the evolution time and has no impact on the phase space and

the dynamics of the system. In other words, memory prolongs time intervals between

changes become longer. Fig. 9 illustrates the largest time interval between changes in var-

ious realizations of network dynamics before reaching a balanced state. This figure shows

the results of 10,000 realizations for networks with 21 nodes and α ¼ 0.7. In the study of

network dynamics based on the CTD model, Antal et al. [29] showed that systems move

through various paths to reach stable states either paradise or bipolar and that all triangles

are balanced. They also showed that there are some local minima called jammed states in

which the system is divided into several communities (>2).

Adding memory effect into the CTD model [60] leads to the formation of aged net-

works. Depending on the significance of memory which shows with α, links can gain

age with probability A(α�1). The larger value of α shows the less effects of past events

on individuals’decision and α¼1 reflects a memoryless system. In the presence of mem-

ory, before reaching global or local equilibrium, the system may be trapped into glassy

states, where individuals do not forget their long-lasting friendships or animosities. For

networks with 21 nodes and α¼0.7, Fig. 8 illustrates the longest periods that a system

remains unchanged. The number of realizations is 10,000. These time intervals follow a



FIG. 9 The left panel represents the maximum time interval that networks with 21 nodes in various realizations resist

against changes [60]. The left panel shows the frequency of the maximum time intervals which follow a Poisson

distribution.

Chapter 3 • Dynamics of Social Networks Based on Heider’s Balanced Theory 63
Poisson distribution function. Deviation of distribution from the normal one shows inho-

mogeneity in the time intervals. As α decreases, time intervals that the system do not

change increases.

Fig. 10 illustrates frequency of final states based on the energy and the mean value

links, Where networks have 45 nodes and simulation is repeated for 10,000 realizations.

In lower values of α, the system in all realizations is trapped in glassy states. Interestingly,

these glassy states can occur even in positive energies, which represent an instability

within the system. In these cases, systems tolerate high tension conditions. In larger

values of α, the system has more flexibility and biased relationships form later, let the sys-

tem has the opportunity to reach lower energy states. The bottom-right panel of this figure

displays the number of glassy states versus the number of realizations in different values

of α. Accordingly, when the members of a society are more flexible, the chance to reach

lower energy states increases. In contrast, when a society contains biased or stubborn peo-

ple, it becomes stuck in intermediate long-lived states.
6 Conclusion

In social networks based on the Heider balanced theory, interactions among individuals

are governed by the tension reduction mechanism. During the evolution of societies, they

get stuck in stable states either there are no tension, called balanced states or a few tension

remains in the system, called jammed states. In jammed states, tension cannot be reduced

except with an external force. It seems that the number of possible changeable links near

the jammed states decreases drastically. It is shown that the participation of individuals is

responsible for the emergence of pseudo-paths toward reaching jammed states. In this



FIG. 10 Glassy, balanced, and jammed states based on their energy and mean value of whole links [60]. Simulations

are done for 10,000 realizations networks with 45 nodes and for different values of α. There are a phase transition in

the density of glassy states to balanced states at about α � 0.6.
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regard, IPR can be used as an indicator to recognize these states in advance. However, in a

system with symmetric relations, the number of jammed states is rare, breaking symme-

try, which ismore realistic, increasing the frequency of the jammed states. Introducing the

effect of gain and loss of esteem into the time evolution equations of social relations gives

rise to asymmetric relations. The other important and influential process on the evolution

of relations in social networks is the ability of human beings to remember the sequence of

events. In real systems, most of the links have a limited lifetime which can be due to feed-

backs, internal or external forces and controls. Aging process of links leads to the emer-

gence of aged networks that is a good language to describe the dynamic of many

temporal networks. It is shown that in the dynamic of aging social networks, some

long-life states appear and that, however changing of relations can reduce tension, there

is no inclination in old relations to be changed.
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clustering sparse networks, Proc. Natl. Acad. Sci. U.S.A. 110 (52) (2013) 20935–20940.

[38] A. Capocci, V. Servedio, G. Caldarelli, F. Colaiori, Community detection in large networks, Lect. Notes
Comput. Sci. 3243 (2004) 181–187.

[39] L. Donetti, M.A. Munoz, Detecting network communities: a new systematic and efficient algorithm,
J. Stat. Mech. Theory Exp. (2004). 10012.
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4
De-Anonymization Techniques for
Social Networks
B.K. Tripathy
School of Computer Science and Engineering, VIT, Vellore, India
1 Introduction

A collection of nodes called actors get connected to each other through a set of connec-

tions to form a social network. The nodes may be individuals or business concerns or des-

ignated groups of individuals. The connections among the members of a social network

are provided by some relations defined for the purpose and these connections bind the

members. The study of social relationships beyond the study of the members makes

the social networks interesting and popular among social analysts. Human beings are

always interested to study the behavior of the individuals around them and inferring pat-

terns, rules, and predicting futuristic events from the present scenario. Now that popular

social networks are increasing in number and groups are formed among these social net-

works to keep track of the happenings around. A study of social networks can reveal the

important aspects of social life. The basic purpose of forming social networks is to keep

track of each other’s activities and communicate information. Scientists involved in the

research of communication technologies and behavioral sciences require the study of

the general properties of social networks and also move on to the study of specific social

networks. Instead of studying individuals, their study in a group or a part of a social net-

work can reveal important relationships and the behavior of members as members of the

communities. So, behavioral scientists focus more on the networks formed in the socie-

ties. The relationship among members may be single or multiple; it may vary from one

group to another and so the study of relational information in social networks is crucial

and critical in nature.

Social networks contain sensitive information of its members. The members would

never like that their sensitive information be leaked in any form. So, before publishing

a network for purposes like scientific study needs to be protected from the various attacks

which can bemade by the intruders. So, it is verymuch essential that care should be taken

to protect the sensitive information of respondents before publishing them. Sometimes,

the respondents are unaware of this disclosure to third parties due to lack of communi-

cation between the two parties involved, like in online networks [1]. This has necessitated
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00004-9
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that the operators of online networks take care of privacy preservation of respondents in

the form of both nodal information and the relationship between the nodes.

For business purposes and also for contracts with intermediate parties, the owners of

the networks are compelled by the situation to inform the third parties about the infor-

mation from the networks. Also, besides the intermediate parties, the publication of

the networks helps the researchers to derive useful information through analysis of the

data. Perhaps themost popular approach to achieve protection of respondents is to anon-

ymize the networks before their publication. By anonymizing a network the privacy is pro-

tected as the information is mutilated and no fruitful conclusion about the respondents

can be derived and connected to them.

1.1 Necessity of Publishing of Social Networks

There are several reasons as to why the owners of social networks would like to publish

them although it is known to have the risk of sensitive information disclosure of the

respondents. We mention below some of these situations/reasons for doing so.

1.1.1 Academic and Government Data Mining
At the national level, several networks are being used for fraud activities and relations

which are common among participants. At the government level, several areas are under

attention. These are related to social activities, diseases, geographical positions, human

relationship, family welfare, sports, and financial activities. Human beings at different

levels are associated with these areas. Government sections put these data on their sites,

which are public. There is heavy amount of risk in these datasets for the release of infor-

mation in these sites by the way privacy is notmaintained. On the one hand, these data are

very useful in scientific studies, but on the other hand malicious attacks on the informa-

tion cannot be avoided. This necessitates the data being partially encoded or anonymized

before their release. Also, academic institutions, whether government or private, have

their own sites containing information about their students and teachers. Several trends

in the education systems can be deduced by the study of such datasets in the form of rules

for the prediction of futuristic events. Usually these datasets are not anonymized before

their release. It is a fact that logging into these sites require authentication. But, several

people at different levels can access these datasets, which creates security breaches.More-

over, the unique identifiers make it easy to derive information uniquely. So, some kind of

anonymization in the form of removing identifiers and quasiidentifiers is very much

necessary.

1.1.2 Advertising
Advertising has become an integral part of business, academics, government policies, cul-

tural events, and many other spheres of society. In particular, the profit making concerns

are bound to project their outcomes, achievements, and highlight them. As a conse-

quence, it has becomemandatory for them to disclose this information among their peers.
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This may contain some sensitive information. Some of the social networks explicitly

express in their agenda that they have to share some portions of the personalized infor-

mation for the purpose of promotions without specifying the identity of the

individuals [2].

1.1.3 Third-Party Applications
Third parties are neither directly involved with the source data nor they have any respon-

sibility to maintain the secrecy. These parties do not take care of anonymizing the data

before their release and, to be precise, this does not come under their privacy policy. It

is different if they are to work on anonymized data provided by the direct parties involved.

But, different third parties get different types of anonymized data. However, by aggregat-

ing these one can get some useful information. So, third parties with malicious intention

have been able to get information about themembers of the social networks involved even

though they get anonymized information.

1.1.4 Aggregation
Information frommore than one social network can be combined in a suitable manner or

aggregated to derive privacy information and can hence pose threats than first-hand data

released by the source. This information can be utilized by malicious parties to initiate

several attacks on the respondents.

1.1.5 Other Data-Release Scenarios
The photographs taken in a group is likely to help the intruders to get the identity of a

respondent from any other member in the photograph as the people in a photograph

are very often likely to know each other. Thus, if a person is found in a group photograph

can be traced and more often than not useful information can be obtained. So, although

anonymization ismandatory on such photographs before release, it has little effect in pro-

tecting their identification.

1.2 Overview of Anonymization Techniques

The development of internet, cloud computing, and Internet of Things provides enough

scope to adversaries to get electronic information about any member from a social net-

work. The data collected by organizations can be handled in two different ways; either

keeping it safe from nonmembers by not publishing the social network or by publishing

it so that useful information can be deduced by scientific analysis. The first option makes

the data useless partially as no scientific analysis can be performed on them. The second

option has the risk of exposing sensitive information about respondents to the free access

of adversaries. So, the two options are not healthy from the utility point of view and, as a

consequence, some intermediate path is needed to be found out so that scientific study

can be carried out and the sensitive information of respondents will remain intact. That is,

even if an adversary gets some information from the published network, he/she will not be
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able to derive any fruitful information from them in the form of sensitive information of

members. The process of social network anonymization helps in this direction. The real

data is mutilated through some process so that the original data cannot be deciphered

from the obtained information.

Sometimes an intruder uses his/her background knowledge about themembers so that

this knowledge can help him/her in possible identification of the respondents. As stated

above, most of the social networks now days are through the electronic media and inter-

net; privacy preservation has become an important component of published social net-

works. Sometimes the unique identifiers are removed and the quasiidentifiers are

masked or randomized to achieve this.

Anonymizing social networks is to be such a way that it protects the privacy of individ-

ual users and simultaneously preserving the global network properties to study the

network structure, dynamics, clustering patterns, etc.
2 De-Anonymization Techniques

De-anonymization is a process which when applied to an anonymized social network is

likely to provide the original network as close as possible. It has two consequences. First, it

may help the adversaries to get back the original networks so that a negative effect is

attained, which is undesirable but unavoidable. Second, it will help the researchers

who are developing anonymization algorithms to test the efficiency of their algorithms

andmake themmore foolproof. We find that some of the researchers who have developed

de-anonymization algorithms have claimed that their algorithms can de-anonymize any

anonymized social network obtained as a result of any anonymization algorithm devel-

oped till that time.

Perhaps, the first algorithm for de-anonymization is found in Ref. [1]. It uses the

following steps to complete the process:

• At first, the reason of data sharing in social networks and then state of the art is

discussed. Also, this presentation includes a presentation on the risk in data sharing

and back ground knowledge or supporting information, which can be used by the

intruders to facilitate the process of de-anonymization.

• The relation between anonymization of nodes and privacy in social networks is

discussed in a formal manner. The different forms of social network attacks the

background knowledge of intruders and the resources they have in hand are used to

differentiate attackers. Also,measures of the extent of privacy violations are introduced

and analyzed.

• The main purpose was to put forth a reidentification algorithm which is not network

specific and which does not have any assumptions other than the network structure for

overlapping membership among different social networks. Large real networks in the

formof Flickr andTwitter are used to explain the functionality of the proposedalgorithm.
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3 De-Anonymization Attacks

There are three types of attacks possible on an anonymized social network such as the

following:

• Privacy breach

• Passive attack

• Active attack

3.1 Privacy Breach

Privacy breach deals with identifying nodes and learns the edge relations among them.

Passive attack is to observe the released anonymized social network without interfering

and is undetectable. Active attack creates some new nodes (e.g., new email accounts)

and (patterned) edges among new nodes and to victim nodes. It is hard to detect.

3.2 Passive Attack

A network is studied carefully for loose points or points which can be captured under con-

trol easily. The information is gathered about a target node such that except for collecting

the information no changes are made in their value or structure. Similar nodes form a

group H in a network and an intruder can involve itself as a member in the community

which is small and can be identified easily. The intruder can come to a secret understand-

ing with the other k�1 nodes so that it becomes easier to know about other nodes which

are in contact with the nodes inH. Of course, in order that such an attack can be fruitful, all

the nodes in H should be aware of themselves and the connectivity inside H such that the

members of H know the identity of the nodes outside their group.

3.3 Active Attack

In active attack, before releasing the anonymized network G of n�k nodes an attacker

does the following:

• selects a set of b-targeted users

• creates a subgraph H containing k nodes

• attaches H to the targeted nodes

Creating such a subgraph H is called structural steganography.

After the anonymized network is released it performs:

• Find the subgraph H in the graph G

• Follow edges from H to locate b target nodes and their true location in G

Now, it is determined that all edges among these b nodes lead to the breach of privacy.

Finding a subgraph H should have the following characteristics:
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• Subgraph H must be uniquely and efficiently identifiable regardless of G

• No other subgraph S 6¼ H in G such that S and H are isomorphic

• Subgraph H has no automorphism

3.3.1 Broad Category of Active Attacks
There are two types of active attacks proposed in Ref. [3]. These attacks are concernedwith

anonymizing social networks using privacy of edges. These attacks are conceived on the

notion that the structure and size of the social network can be changed by the adversaries

before the network is published. The set of nodes for which the intruder wants to violate

their privacy is identified and by creating a few factious accounts it connects to all of the

target nodes in such a manner that after the publication of the anonymized version, this

structure can be easily identified. The intruder creates Sybil nodes (that is nodes which

claimmultiple identities in a social network), whose outgoing edges help reidentify nodes.

The two categories of active attacks are as follows (Fig. 1):

• walk-based attack

• cut-based attack

In walk-based attack, the steps are:

• Generate subgraph H¼ {x1,x2,…xk} with k¼θ(logn)
• Link each targeted node wi to distinct subset of nodes in H

• Create each edge within H with a probability of 0.5

• Number of compromised nodes b¼θ((logn)2)
Construction of H can be carried out such that

• H ¼set of nodes X size k ¼ (2+ δ) log n (δ >0)

• W ¼set of targeted users size b¼O((logn)2)

• External degree for node xi is Di, where Di2 [d0,d1] such that d0�d1¼O(logn)

• Each wi connects to a set of nodesNi�X.

• Set Nj must be of size at most c ¼3 and are distinct across all nodes wj.

Add arbitrary edges from H to G�H to make it Di for all xi.

Add internal edges in H: edge {xi,xi+1}.

Add additional internal edges connecting {xi,xj} with probability 0.5.
 

Target nodes H 

n–k nodes

FIG. 1 Scenario
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Therefore, each node xi has total degrees of Di
’¼Di+ #(internal edges).

In cut-based attack, the steps are:

Theoretical asymptotic lower bound for #new nodes: Ω
ffiffiffiffiffiffiffiffiffiffiffi
logn

p� �
.

Randomly generate subgraph H¼ {x1,x2,…xk} with k¼O
ffiffiffiffiffiffiffiffiffiffiffi
logn

p� �
.

Number of compromised nodes b¼ θ
ffiffiffiffiffiffiffiffiffiffiffi
logn

p� �
.

Construction of H can be carried out as follows:

For W¼ {w1,w2,…wb} is the set of targeted users,

Create X¼ {x1,x2,…xk} where k ¼3b +3 nodes.

Create links between each pair {xi,xj} with probability¼0.5.

Choose arbitrary b nodes {x1,x2,…xb}.

Connect xi to wi.

A comparison between active and passive attack is shown in Table 1.

The applicability of active attack is limited to small-sized networks and cannot be

applied to offline networks.

The intruder has control over the edges coming out of the nodes and has no control

over other types of edges. In fact, the legal nodes are not likely to connect these Sybil

nodes. So, it provides an indication to the network administrator about something fishy

and hence he may anticipate about a Sybil attack [3].

The next limitation in these attacks is related to the link structure. The social networks

which are online work on the principle that the connections between nodes should be

both ways so that the information can be available. But, the connections from the added

nodes to the existing nodes do not show up in the published network. If the size of active

attacks increases, the number of Sybil nodes also increases in a hugeway, whichmakes the

process infeasible practically.

Again, the passive attacks were also considered in Ref. [3] so that a small group of nodes

form an alliance among themselves so that the nodes around them (in a small neighbor-

hood) can be identified by using the existing knowledge and structure of the nodes in the

anonymized network. Again, the size of the network to which such attacks can be applied

should be very small.

The algorithm proposed in Ref. [3] can be applied to larger sized networks and does not

have the assumptions made above and requires a few Sybil nodes to be added.
Table 1 Comparison Between Active and Passive Attack

Passive Attack Active attack

Attackersmay not be able to identify themselves after seeing the released

anonymized network

More effective. Work with high probability

in any network

The victims are only those linked to the attackers Can choose the victims

Harder to detect Risk of being detected
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The privacy protection techniques proposed so far are not that efficient as either they

have some heavy assumptions like the intruders have restricted efficiency or the networks

used for testing are small or synthetic oneswhich aredifferent fromthe storywhen it comes

to real social networks.One can take for instance the anonymization algorithmproposed in

Ref. [4]. It doesnot take into consideration thebackgroundknowledgeof the intruder.How-

ever, somewhat better architectural approaches are used in Refs. [5, 6], an idea which

depends on a more sound architecture based on the server-side Facebook application.

For privacy, perhaps the most popular technique used is anonymity. In Ref. [7], the

users represented by tokens drawn randomly are taken into consideration instead of

the users themselves. Similarly, the approach in Ref. [2], unidentifiable graphs are gener-

ated from the information hold by the respondents and used in instead of them so that the

information of social network will not be disclosed during the analysis process.

An idea where a group of p nodes are treated to be equivalent through an automated

procedure such that a heavy requirement like the graph generated maps the nodes into

one another is used in Ref. [5]. This heavy requirement is used in the case of very strong

invaders. The concept of edge addition is used in Ref. [8] so that groups of p

1-neighborhoods are made to be similar through isomorphism to p�1 other

1-neighborhoods and are anonymized as a group. Here a liberal assumption is made that

the attacker knows only the 1-neighborhood information of the nodes. The disadvantage

in this case is that the process of addition of edges requires a high amount of nodes being

used and it varies directly with the degrees of the nodes sharply.

Several conclusions are derived in Ref. [3]. We present them below.

It may be noted that k-anonymity criteria even when it is satisfied we cannot guarantee

anonymity of the network as it is a syntactic property.

Another problem with these algorithms is that a lot of restrictions are imposed on the

properties of the social network and also the knowledge of the attackers is supposed to be

limited to a certain extent. This is a heavy restriction and in reality cannot be satisfied.

Moreover, the restriction that the information available with the intruders is to only

1-neighborhood is very strong and in most of real life situations it is much wider than this

assumption.

The above observations encouraged the authors in [1] to develop an algorithm, which

uses the background knowledge of the intruders to de-anonymize or reidentify the nodes

after the anonymization is done by using any algorithm to this extent. This is a cyclic pro-

cess as once some of the nodes are identified, more information gets available and this is

added to the background knowledge of the adversaries to identify further nodes.
4 Two-Stage De-Anonymization Algorithm [1]

The proposed algorithm runs in two stages.

Stage 1: The attacker identifies a small number of “seed” nodes which are present both

in the anonymous target graph and the attacker’s auxiliary graph and maps them to

each other.
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Stage 2: It is a self-reinforcing process in which the seed mapping is extended to new

nodes using only the topology of the network and the new mapping is fed back to the

algorithm.

The eventual result is a large mapping between subgraphs of the auxiliary and target

networks which reidentifies all mapped nodes in the later.

4.1 Seed Identification

A possible seed identification algorithm is described here. Another such algorithm is

described in Ref. [3]. The basic assumption is that the attacker’s individual auxiliary infor-

mation consists of a clique of k nodeswhich are present both in the auxiliary and the target

graphs. It is sufficient to know the degree of each of these nodes and the number of com-

mon neighbors for each pair of nodes.

Inputs:

1. The target graph

2. k seed nodes in the auxiliary graph

3. k node-degree values

4.
k
2

� �
pairs of common-neighbor counts

5. Error parameter ε

Procedure:

The algorithm searches the target graph for a unique k-clique with matching node

degrees and common-neighbor counts. If found, the algorithm maps the nodes in the

clique to the corresponding nodes in the auxiliary graph, otherwise failure is reported.

The above procedure seems to be a brute-force search and is exponential in k. How-

ever, in practice it does not create any problem due to the following:

1. If the degree is bounded by d, then the complexity is O(n. dk�1).

2. The running time is heavily input dependent and the inputs with high running time

turn out to produce a large number of matches.

3. Terminating the algorithm as soon as more than one match is found greatly decreases

the running time.

4.2 Propagation

Input: Two graphs G1¼ (V1,E1) and G2¼ (V2,E2); a partial “seed” mapping μS between

the two.

Output: A mapping μ.
Although probabilistic mappings may be thought of, finding a one-one mapping μ has

been found to be simpler.

Procedure: The algorithm finds a new mapping using the topological structure of the

network and the feedback from previously constructed mappings. It is robust to mild

modifications of the topology such as those introduced by sanitization.
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At each iteration the algorithm starts with the accumulated list of mapped pairs

between V1 and V2. It picks an arbitrary unmapped node u in V1 and computes a score

for each unmapped node v in V2, equal to the number of neighbors of u that have been

mapped to neighbors of v. If the strength of the match is above a threshold, the mapping

between u and v is added to the list and the next iteration starts.

4.3 Some Concepts

In this section, we introduce some concepts which are used in the development and

implementation of the algorithm.

Eccentricity: It is a measure of the deviation of an item of a set from other nodes in it

[1]. It is a heuristic and is given by the formula

max Xð Þ�max2 Xð Þ
σ Xð Þ

The symbols used in the above formula self-indicative and standard notations used in
the literature. We only note that max2 represents the second highest value in X.

In the algorithm, a threshold value is fixed such that a match is accepted or rejected

depending on the eccentricity score being below or above this threshold value.

Edge Directionality: This is the sum of the two mapping scores; one is dependent on

the incoming edges and the other one is based on the outgoing edges, which are computed

by keeping in view that the algorithm deals with directed graphs. It is specific to a pair of

vertices and is computed for each such pairs.

Node Degrees: Edge directionality is biased toward the high-degree nodes. In order to

normalize this measure the node degree concept is introduced by dividing the edge direc-

tionality by the square root of its degree.

Revisiting nodes: Some nodes in the process of mapping are needed to be visited again

as in the beginning the algorithm is supposed to make some errors and the number of

mapped nodes is only a few. This increases as the algorithm progresses and settles down.

So, the concept of revisiting nodes creeps into the system. It facilitates the mapping being

computed as new by comparing to the mappings of earlier visited nodes.

Reverse Match: The algorithm is completely unconsequential about the semantics of

the two graphs. It does not matter whether G1 is the target graph and G2 is the auxiliary

graph or the other way it is true. Each time a node u maps to v, the mapping scores are

computed with the input graphs switched. If v gets mapped back to u, the mapping is

retained; otherwise it is rejected.

The complexity of the algorithm is O(jE1 jd2), where d2 is abound on the degree of the

nodes in V2, if we ignore revisiting nodes and reverse matches. Assuming that a node is

revisited only if the number of already mapped neighbors of the node has increased by

at least 1, we get a bound of O(jE1 jd1. d2), where d1 is a bound on the degree of the nodes

in V1. Finally, taking reversemapping into account the complexity becomesO((jE1 j + jE2 j )
d1. d2).
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The de-anonymization algorithm developed in Ref. [1] is a significant step in the anal-

ysis of social networks and it opens the eye of the researchers who are working on devel-

oping anonymization algorithms by the way posing a challenge to them. The use of this

algorithm may de-anonymize the high percentage of the nodes anonymized, which is

illustrated by them through their demonstration where the graph of the microblogging

services is taken for consideration. As pointed out, the success of these types of algorithms

are dependent on the structure of the network and assuming that the nodes are

completely anonymized. The process of reidentification is facilitated as all the anonymi-

zation algorithms leave some attributes of the respondents and the edges connecting

them undisturbed.
5 Other De-Anonymization Techniques

The general process of de-anonymization uses a network alignment technique, which

compares/maps the nodes of the anonymized network with a reference network and

establishes a mapping from the first to the second one. In these approaches, external

knowledge about the users are utilized. In Ref. [9] in the process of alignment of the net-

works additional attributes are not accessed. When, large overlapping between the two

networks occur another network is replaced through the process of crawling of the net-

work taken or it is replaced by another network with similar basis. The process of

alignment is somewhat similar to the isomorphism of graphs problem which does not

have a generic solution thus far. But, the processes proposed by the developers of

de-anonymization techniques do not use stick to the development of a generic graph iso-

morphism algorithm. Rather they develop an alignment algorithm by using heuristics,

which depend on the structural properties of the real-world networks such as heavy-tailed

degree distributions and the presence of large cliques. Almost all of these procedures start

with the common features in the two graphs and then gradually build upon it by the use of

local properties of the graphs involved. It has been observed that these techniques require

a large number of starting points and they are not robust to noise. Since there exist several

small identical subgraphs in the full network local properties do not helpmuch in the pro-

cess of mapping.

It has been noted in Ref. [9] that using the divide and conquer paradigm the power of

de-anonymization algorithms can be improved further. In this approach, partitioning of

networks into communities is performed. The mapping is done in two phases; namely at

the community level and the entire network level. Sometimes it is not possible to map the

nodes explicitly. However, in these cases mapping can be done between the two networks

using the community structure, which reduces the anonymity of users. This

de-anonymization algorithm is more immunized to noise, it is highly scalable and has

few initial values only. The division process is such that the societies are divided into com-

munities and to achieve this community detection techniques are applied. As a result the

main problem gets divided into subproblems and these problems can be solved by using
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the available alignment techniques recursively. First, this approach maps the community

structure as a coarse-grained graph. Then nodes inside each community are mapped

through network mapping techniques. This technique for boosting the communities

helps as a catalyst to the algorithm [1] which uses microscopic mapping and substantially

improves it. The degree of anonymity of the users gets reduced significantly by using this

algorithm.

A common characteristic of many networks is community structure and so communi-

ties are important subunits of such systems. This characteristic is also termed differently

as graph partitioning and has wide applications. Initially, graph partitioning was intro-

duced to solve optimal allocation of processes in a distributed computing context [10].

Since then, it is being used for community detection in several areas [6, 11].

A community is referred as a group of nodes which are closely related to each other inside

the community and are having lesser relationshipwith other communities. It is being pur-

sued as a separate discipline of research extensively [12, 13].

The communities may overlap each other. However, in Ref. [9] partitioning of the net-

work into communities are preferred. Also, for detecting communities the authors have

selected to use the Infomap algorithm proposed in Ref. [14] as it is a very popular algo-

rithm for determining partitioned communities of a network. The communities are not

supposed to be meaningful social groups but as only smaller dense parts.

The degree of anonymity was first characterized by Chaum [15] as a measure of ano-

nymity. In Refs. [11, 16] entropy was used to define the degree of anonymity achieved by

the users of a system toward a particular attacker. The entropy H(X) of the system is

defined as

H Xð Þ¼�
XN
i¼1

pi logpi

where N is the number of nodes in the network and pi is the probability associated with
node i.

The degree of anonymity A(X) is defined as

A Xð Þ¼H Xð Þ
logN

A(X) satisfies the property that 0�A(X)�1.
This algorithm has four steps. These are:

• Community detection

• Community mapping

• Seed enrichment

• Global propagation

In the community detection step, Infomap algorithm is used to slice both the reference

and the anonymized networks into smaller dense components. However, any other com-

munity detection algorithm can be used as well.
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In the next step,mapping of communities obtained so far are carried out. Themapping

is done using two strategies, using already known seeds and using the network commu-

nities. Once forming seeds at the community level is completed through mapping, the

community blind propagation algorithm is used to the community graph to expand

the set of mapped communities.

As a significant outcome of the community decomposition and mapping additional

seeds are identified. This process of finding more seeds through community information

is termed as “seed enrichment.” After this the community-blind mapping algorithm is

applied to each pair of matched communities using the enriched set of seeds.

The process of identifying seeds at the community level is based on two distance met-

rics defined over the degrees of the nodes (d) and the clustering coefficients (cc) Dd(vi,vj)

and Dcc(vi,vj) defined below:

Dd vi, vj
� �¼ |d við Þ�d vj

� �|
max d við Þ, d vj

� �� �
and
Dcc vi, vj
� �¼ |cc við Þ� cc vj

� �|
max cc við Þ, cc vj

� �� �
0�Dcc(vi,vj)�1 and the value implies that the neighborhood is fully connected and the
connectivity reduces as the values approach 0. For each pair of nodes inside the mapped

communities, the values of the above two measures are obtained and then tested. The

seeds are those nodes which have either the same degree or similarity is high for their clus-

tering coefficients such that it is beyond a certain threshold value. The nodes inside the

communities are used by applying the community-blind mapping algorithm locally on

them. The inputs to this algorithm are two subgraphs taken from two different networks

and the set of seeds in these communities. This algorithm has parallel properties.

Finally, the global propagation step community-blind algorithm is applied to the whole

network using all the currentlymapped nodes as seeds. This is an essential step as some of

the communities might not have been mapped or not mapped correctly.

Using the fact that the anonymized social networks are vulnerable due to the non-

analogous traces remaining from the user actions on them, a double-phase algorithm

for de-anonymization was proposed in Ref. [17]. The proposed algorithm graph structure

is used to identify the nodes from an anonymized graph structure, which they call as

“seed-and-grow.” Here, themany of the hidden assumptions in earlier works on the struc-

ture of the networks are traced and removed. In addition to this parameters without any

basis are removed so that the accuracy and effectiveness are improved.

In Ref. [18] a very recent algorithm has been proposed. The algorithm has its base on

the note that users have their own distinct social networks and the links used by them are

having a higher probability than users who are not part of the networks. The browsing his-

tories associated with these users are indicative of their identities. Models of behavior

related to web browsing are parts of a user’s identity and provide a maximum likelihood
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of their profile. The transactional data types are enriched by the above contribution and

the noise components are not effective to these data. This algorithm generalizes a wide

range of existing de-anonymization attacks.

There are two broad categories of de-anonymizability, namely perfect

de-anonymizability and partial de-anonymizability of real world. Researchers can gauge

the effectiveness of anonymization techniques through the technical networks which are

in the general scenario use core information follow random models of distribution [17].

Some attacks for de-anonymization use this quantification as their theoretical model.

So, in some sense the theoretical and practical methods used for de-anonymization

can be tested through this quantification. So, evaluation of the extent of

de-anonymizability of social networks can be evaluated by researchers using the quanti-

fied structural conditions.
6 Conclusions

In this chapter, the topic of de-anonymization of social networks is discussed.

De-anonymization process has its advantages as well as disadvantages. As far as disadvan-

tages are concerned, the hackers can use these techniques to get back the required

information which is highly undesirable. As far as the advantage is concerned, after pro-

cessing and analyzing an anonymized social network can be de-anonymized to translate

the results obtained to the original network for predication. Also, we presented some prob-

lems for further research.
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1 Introduction

Technology has become a very important part of everyone’s life. Everyone from the age of 5

to 65years is on social media every day with billions of users sending messages, sharing

information, comments, and the like [1]. With the advancement in information technol-

ogy, social networking sites such as Facebook, Twitter, Instagram, and LinkedIn are avail-

able for the users to interact with families, colleagues, and friends. As a result, social

activities are shifting from real things to virtual machines [2]. Analyzing the behavior of

individuals from social networking sites is a complex task because there are several

methods used. By gathering information from different resources and then analyzing that

information, the behavior of the users can be examined. In this research, we have collected

different studies about assessing human behavior with the help of social media and com-

pared them according to the different methods used by different authors [3].

To know the personal preference of the users on the social media is a very important

task for businesses [4]. Companies can then target those interested customers who are

active on the social media in related areas. By gathering information about user behavior

pattern, the preferences of the individuals can be identified [5]. Different researchers have

found various methods to collect information about human intentions. In this research,

ourmain aim is to analyze how information is analyzed in socialmedia and how this infor-

mation is useful. This research is very useful as methods to detect human behavior that

has been analyzed on different social media [6].

In this research, 30 research papers have been collected from different social media

providers such as Facebook, Instagram, and Twitter. After analyzing the data given in these

papers, the differentmethods usedwere examined. In particular, the behavior of users was

analyzed from aspects such as likes, comment, and shares from Facebook, Instagram, and

Twitter [7].

The first section provides the material and methods used by the 30 authors to predict

the behavior of social media users. This section included data collection, data inclusion
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00005-0
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criteria, and data analysis [8]. The next section is the result section which provides the

statistical analysis and the percentage of research completed on different social media.

The result section includes a table which provides the research paper analysis according

to the year along with pie chart figures, data collection, and behavior analysis methods

and classifications based on different methods with line graphs [9]. The next section

is a discussion on the given topic and the last section is the conclusion of this

research work.
2 Material and Methods

Data were collected from different conference papers published in the IEEE. From these

papers, different methods of analyzing the user behavior [10] was assessed. This report is

based on a review of the published articles and analyzes the methods they have used. The

data are given in a tabular form.

2.1 Data Collection

Data were collected from 30 various journal papers from the IEEE library regarding the

analysis of the user behavior using socialmedia from2015 to 2017. The collected datawere

related to Facebook, Twitter, and Instagram in different countries [11]. The attributes that

were used for data collection were: applications, methods used, description of the

method, number of users, limitations, and results. This raw data is presented in

Table 1 [32].

2.2 Data Inclusion Criteria

The different data attributes used to analyze the papers are given in Table 1. This included

the following: author name, applications, methods used, detail of methods, number of

users, limitations, and results. Data were gathered relating to different social networking

sites [17]. In our analysis, the differentmethods that have been used by researchers to ana-

lyze the user’s behavior are explored. In this research, three different social media datasets

have been collected, which represents the methods and technologies used to understand

the behavior of the users.

2.3 Analysis of Raw Data

The raw data presented in Table 1 specifies the attributes that were used to conduct this

research.We pooled and analyzed 30 studies based on the impact of variables used in their

studies. The descriptive details of the study based on the publication year were then ana-

lyzed to observe the behavior of the social media user from 2015 to 2017. A comparison of

the methods they used to investigate the behavior of users was then done.

This research included papers from the last 3years from 2015 to 2017. All papers used

data from Facebook, Instagram, and Twitter.



Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During 2015–17

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

1. Park et al. [9] Instagram Snowballing method

Coding rules: binary

coding

Regression analysis

Quantitative method is

used to analyze the

relationship between

sexual images and social

engagement

Number of likes were

used

Snowballing method was

used to collect people’s

image data

Binary coding rule was

used to self-code the

images collected

Regression analysis was

used to analysis the

behavior of 200 users

200 Data does not show that

who and why people get

more interested in sexual

images

Causal relationship

cannot use to prove the

relationship between

sexual images and

number of likes

With number of likes

degree of sexuality is

known in the given images

Results show that men and

women getmore like when

they upload their selfies

2. Farahani et al.

[12]

Twitter Regression and

correlationmethods were

used

Mean absolute

percentage error (MAPE)

and mean absolute error

(MAE)

Gaussian mixture model

Metrics were used to

analyze the different

behavior in different

dimensions

Data are collected and

filtered on the basis of

Iran election with

maximum tweets

Gaussian mixture model

(GMM) was used to

detect influential users

Top 20

users with

148,713

tweets

Correlation of other

influence measures were

not evaluated

No prediction algorithm

No weighted measure

technique

Original Tweets (OTI) is very

important

Results shows that OTI and

metrics play very crucial

role

Retweet impact has 3.9

MAE and 0.12 MAPE

RT2 has 7.12 MPE and 0.0

MAPE

RT3 has 4.5 MAE and 0.13

MAPE

3. Castro et al.

[13]

Twitter Social network analysis

techniques

Machine learning

Partition clustering

Methods were used to

detect the political

behavior of Venezuelan

election

60,000 Political alignment of

entire state was not

determined

Tweets were not

Average score of

discriminative political

features in both clusters

were compared
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

algorithm

Text processing

Term frequency-inverse

document frequency

(TF-IDF)

Clustering algorithm was

used to analyze to citizen

public speech

Twitter communication

pattern and linguistic

dimension used

For each tweet, unique

identifier, publication

date, geographical

location, and tweet

contents were used for

analysis

TF-IDF provides the score

that gives how words are

relevant to texts

analyzed in different time

windows

Different weighing

alternatives to TF-IDF and

geographical subdivision

were not considered

Cluster state 1 represent

opposition state and 0

represent government

state

TF-IDF represents 79.17%

accuracy in election

outcomes

4. Mungen et al.

[14]

Instagram Fuse-motif analysis

Mungan and Kaya’s

network motif

Combination of Triad FG,

motif-bases social

position and quad closure

methods

Motif-based analysis is

based on the posts by the

Instagram users

Most influenced posts

were used instead of

most influenced person

System calculates all

language pairs

Unique model was split in

three different models

such as creating graph,

find most influenced

people and influencing

users only

20,000 Other factors related to

Instagram are not

considered such as

images data, shared, and

comments

Models are complicated

and hard to understand

by the normal users

Result shows that four

normal motifs have largest

impact of 3.9 among

others and with 22%

frequency

1 norm-2 mid-1 pop motif

has lowest impact of 1.2

with 2% frequency
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5. Wiradinata

et al. [15]

Instagram Path diagram model

analysis

Technology acceptance

model (TAM)

TAM is used to know the

factors for the

acceptance of any system

and data collection

method used for

sampling

Path diagram model is

used with statistical

software AMOS 20 to

know the behavior of

consumers in small

medium enterprise (SME)

those using Instagram

200 Complex path analysis

model as it uses normality

testing, validity testing,

reliability testing

Exogenous variables:

technology-specific

valuation (TSV), number of

users (NOU), and perceived

ease of use (PEOU) have

influence (direct or

indirect) on the

endogenous variables

Intervening variable

perceived usefulness (PU)

have influence on

endogenous variable to

behavioral influence (BI)

6. Jiang et al.

[11]

Twitter CrossSpot algorithm

Suspiciousness metric.

Multimode Erdos-Renyi

model

KL-divergence principle

Minimum Description

Length (MDL) Principle

Fraud detection in twitter

is main aim of this

research

Tensors was used to

represents counts of

events

Suspicious metric is

derived based on ERP

model

Five axioms were used to

predict the behavior of

different users

225 Metric based on more

sophisticated model is

not included

CrossSpot has more

suspiciousness score than

HOSVD in case of

retweeting and hashing

data

7. Nasim et al.

[16]

Facebook Binary classification

problem

Simmel’s theory

Sociological theory “foci”

behind friendship

formation

Facebook data was

provided with Algopol

project

Impact of additional

interaction information

were studied

Binary classification

problem was used for the

link interface problem

Third-party apps have

access to the user profile

and these can be used to

586 users

and

comments

posted by

6400 users

Privacy is major concern

Algorithm for news feed

is not known

Filtering is not done

properly [16]

It has been observed that

individuals who are friends

with each others have

similar interests

Two evaluation metrics

were used to judge the

performance of classifier

ROC and PR used to
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

Tenfold cross validation

method

LR, linear discriminant

analysis (LDA) and

support vector machines

(SVM)

access the information of

users

Theories suggest that

interaction will take place

among users who are

connected

calculate different

measures

8. Jarvinen et al.

[17]

Instagram Partial least square (PLS)

SmartPlus3 Software

Path-weighing scheme

It is an extended version

of UTAUT2 Model

Out of 199 responses 187

respondents were used

Given conceptual model

was tested with

SmartPlus3 software

Hedonic motivation is

important to derive

consumer’s intension to

continue using SNS

86.6% users were used

from Europe to analysis

[17]

187 Generalizability is major

limitation

It is not sure that the

sample shows the

number of SNS users

Data is not correct in

terms of origin of users

Results cannot be applied

to global Instagram users

Variances explained in

behavioral intension is

67% and use behavior is

46% which is higher

compared to UTAUT2

model

9. Geeta et al.

[10]

Twitter Demographic analysis Data are collected from

the tweets by users

Opinions of different

users have been analyzed

and then sentiment

analysis is performed and

at the end demographic

analysis is achieved to get

the required data

30 million Current location of users

is not identified. So, it is

not clear that user tweets

from the real location or

not

Result shows the opinions

of users in five different

countries

United States has high

percentage of tweets done

in Oscar event, India has

high percentage of tweets

in T20 event, France user

tweet more on Paris attack

and Australian users

tweets high on formula 1
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10. Dalton et al.

[18]

Twitter JavaFX application JavaFX is the

improvement in Maltego

in which automation of

entity is not possible

JavaFX automation uses

text file and MySQL

database as input and

produce results

5000 Reliability of IP Automation is possible in

terms of more flexibility

and speed

11. Hosseinmardi

et al. [6]

Instagram Fivefold cross validation

Logistic regression

classifier with forward

feature selection

approach

Data are extracted from

the initial posts

LRC was used to train a

predictor

To analyze the behavior

comment, images and

followers on Instagram

was used

Focus was on unigram

and bigrams

25,000 Performance in classifier

needs to be improved

Deep learning and

neutral learning was not

used

Less input features

Comments on previous

shares was not used

This method achieves high

performance in predicting

behavior

80% data used for training

and 20% for testing

0.68 recall and 0.50

precision was used to

detect behavior

12. Chinchilla

et al. [19]

Instagram Cross industry standard

process for data mining

(CRISP-DM)

Clustering and

association rules

CRISP-DM is designed for

hierarchical process

model

Data are collected from

the 1435 records and

after analyzing the data

behavior of customers is

evaluated

1435 Data mining models are

limited to only Instagram

and Facebook and other

companies cannot use

this data for behavior

analysis

According to different

clusters, attribute like has

high number then others

and TIPO_MODA is last in

the numbers

13. Dewan et al.

[20]

Facebook

pages

Supervised learning

algorithms.

Bag of words

Crowdsourcing

technique: web of trust

(WOT)

Like, comment and share

are analyzed, and textual

contents was collected

from three sources:

message, name, and link

Bag of words produced

sparse vector and this

vector used for

classification

627 FB

Pages and

most recent

100 posts

Large group and events

were not covered

Bag of words is based on

limited history of 100

posts

Pages can change

behavior over time

Results are based on the

different classifier and it is

concluded that Neural

Network classifier of

Trigram feature set has

high rate of accuracy of

84.13%
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

14. Toujani et al.

[21]

Facebook Fuzzy sentiment

classification

Fuzzy SVM

I told you application to

get old FB messages

Opinion mining was

performed on the FB

users

Given system is consist of

four phases: input (I),

natural language

processing (NLP),

machine learning process

(MLP), output (O) to

produce the desired

results

Investigation is

performed on the basis of

coordination between

machine learning and

NLP

260 This system can only be

used where users know

Arabic and French/

English language

No mobility-based

machine learning

In basic SVM, 74% of

precision and F-measure

for positive opinion,

whereas in Fuzzy SVM,

88.2%

15. Lukito et al.

[2]

Twitter Analyze and comparison

of three different

statistical models

Questionnaire based on

big five personality

inventory

Java program was

developed to answer the

questions

Machine learning, lexicon

based, grammatical rule

approach models were

used for analysis with

comparison

Data were collected from

Facebook profile and

then used twitter based

on this data to predict the

behavior

142 users

with

2,00,000

tweets

Accuracy is low in term of

IE, SN, and TF personality

treats

Variable accuracy

Based on the bar graph

machine learning approach

has high accuracy in IE

personality factor,

grammatical rule has high

accuracy in SN factor, etc.
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16. Santos et al.

[22]

Twitter Visualization

Different computational

techniques

Set of keywords was used

for data collection

Data collected based on

the tweets on World Cup

2014 which was held in

2014 in Brazil

Visual system used to

recognize patterns, spot

trends and identify

outliers

Data and text mining and

natural processing

computational

techniques were used

After data pre-process,

visualization was

designed and handed

over to journalists

851,292

tweets

Manual data process

Emotions were not

included

This method has not

included different

versions

Analyze data is complex

process

Analysis was based on the

focus group discussions on

two major aspects such as

journalism criteria and

visualization techniques

Graph A to Graph D was

used to visualization

17. Rabab’ah

et al. [23]

Twitter Twitter tweepy API tools

was used for data

collection

NetworkX-METIS

package was used to

partition the retweet

graph

Controversy level is

identified with the help of

tweets on social contents

of Arabic language

Data are collected from

Twitter from September

to October 2015 with

hashtags on the trending

topics

Retweet graph was

designed based on

tweets and then retweet

graph is portioned by

removing noisy nodes

Controversy measures

RW, EC, and GMCK are

applied

1.5 million

tweets

This method is dependent

on the structure of

interaction between

participants in the

conversation only

Retweet activity and

retweet graph are only

focus areas

Other ways can be

considered than these

graphs

Controversy level was

measures using random

walk (RW) and embedded

controversy (EC)

Figures elaborate that in

RW, most controversial

topic is T6 with 0.822 value

In GMCK, T6 is most

controversial and in EC T6

is most controversial
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

18. Lima et al.

[24]

Twitter Machine learning and

text mining techniques

Sentiment analysis

Personality prediction

David Keirsey

classifications

Myers Briggs type

indicator test

Temperament predictor

was designed to assess

the individual behavior

Message from twitter

was captured using MBTI

test

16 types of messages

were monitored with

Briggs and Myers words

29,200 Search for meta

attributes is not available

Collection of data for

different classifier is a

complex task [24]

Two hypotheses were

tested named: single

multiclass classifier and

classification into binary

problem

Results show that there is

best accuracy of 34.35%

for NB

Classifier Artisan and

Guardian have high

accuracy of an average

of 87%

19. Do et al. [5] Twitter Emotion analysis method

Machine learning

classifications

State-of-the-art method

Feature vector

Classifier using support

vector machine (SVM)

Middle East respiratory

syndrome (MERS) case

study was used for

analysis

Emotions expresses in

twitter messages were

exploited

Public responses were

analyzed using twitter

messages

Korean twitter messages

were classified in seven

categories which include

neutral and Ekman’s six

basic emotions

Messages were

categorized in feature

vector

5706

tweets

Complicated method

Can only be used on

twitter accounts

Cannot apply on other

social networking sites

(SNS)

Figures show that 80% of

the tweets is neutral and

fear and anger dominates

Trends of emotions over

time were analyzed and

shows that number of

anger increase over time

that result increase in

public anger and fear and

sadness decrease
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20. Li et al. [25] Twitter Classic sentiment analysis

Granular partitioning

method

Data mining algorithm

Jtwitter.jar libraries

getFriendTimeline()

method.

REST API

Pearson product moment

correlation coefficient

Relationship between

twitter users with stock

market was analyzed to

know behavior

Jtwitter.jar was used to

get friends status on

twitter

REST API was used to

know home timeline or

own status

Four types of data return

formats were used such

as XML, JSON, RSS, and

Atom

30,000 Timeliness of data

requirement is very high

Low processing speed

Time of data is not

improved with the

improvement in accuracy

Result show that 2807

happy modes users were

on 11/12, sad modes were

on 11/19, anger were on

11/16, fear on 11/17,

disgust was on 11/20 and

most surprised mode was

on 11/19

21. Rao et al. [26] Twitter SocialKB framework

Closes world assumption

(CWA) and open world

assumption (OWA)

Apache Spark’s stream

processing API and

Twitter 4J

Spark SQL to process

collected tweets

SocialKB model was used

for modeling and

reasoning about twitter

posts and to discover

suspicious users

User and nature of their

post was analyzed

SocialKB relies on KB to

know behavior of users

and their posts

KB will have entities,

relationships, facts and

rules

Tweets were collected

using Apache Spark’s API

and Twitter 4J

20,000 Different attack models

were not analyzed

First-order formulas used

in KB is the biggest barrier

ScocialKB framework

does not know that data

is independently and

identically distributed

Each tweet has over 100

attributes

Predicate tweeted (userID,

tweetID) has more than

27,000 counts

Only 16. 6% of URLs

output by SocialKB were

incorrectly detected as

malicious
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

22. Modoni et al.

[27]

Twitter Psycholinguistic analysis

REST API

Index analyzer

Psycholinguistic analysis is

done on the Twitter

contents which are

written in Italian

language

Main aim is to analyze

index and automatic

analysis of the Twitter

social posts

REST API used to get the

twitter data

Information is gathered

on the basis of location

and time zone

Correlation between

weather and health is

performed

3000 posts

per day

Lack of interoperability

Linked data facility is not

available to integrate

data from different other

social media platforms

Calculation is performed

on the basis of

temperature, humidity and

depression

Calculation of correlation

between temperature and

depression provides the

result as �0.8, which

indicates high negative

correlation

23. Maruf et al.

[8]

Twitter Textalytics Media Analysis

API

Sentiment analysis

Linguistic-based analysis

with LIWC tool

Personality analysis

Category scores from

tweets used to analysis

the behavior of twitter

users

By combining

information from

different social media

comprehensive virtual

profile can build

Response prediction,

news feed prediction,

advertisement research

can be done with this

method

105 Complex process

Not suitable to detect

individual behavior on

different subjects

Results show that users

with high

conscientiousness

interested in human rights,

crime, law and justice, etc.

Achievement, humans,

perceptual process have

high score in comments on

political and social issues
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24. Ghavami et al.

[1]

Facebook Classification algorithm

and Pearson correlation

coefficient formula were

used for personality treat

based on the user likes

Online questionnaire was

designed

65 user’s public posts

were collected

Comment-like-graph and

post-like-graph was built

Investigation on the

correlation between each

personality treat and

17 features from these

two graphs

65 Small group of people

participated in online

survey and some did not

show their trust to

participate in the research

Correlation score table

shows that N (Neuroticism)

has weak correlation in CLI

and CLP, whereas

agreeableness and

extroversion personality

type have strong

correlation

25. Peng et al.

[28]

Facebook Jieba as a text

segmentation tool for

Chinese language

Support vector machine

(SVM) algorithm

Textual data was

collected of FB posts of

222 users

Feature extraction and

feature selection were

used for data processing

Document matrix was

designed

SVM learning algorithm

was used

222 Best accuracy is only

73.5%

Experiment was

conducted only on

extraversion; not on other

4 factors

Table on average score of

each personality shows

that Openness to

experience personality has

high average score than

others

All user with more than

900 friends score high in

extraversion personality

factor

26. Mihaltz et al.

[3]

Facebook TrendMiner

Natural language

processing (NLP) method

Collected data was

processed using NLP tools

such as segmentation,

tokening with huntoken

tool

Sentiment analysis was

performed to evaluate

the behavior of users

14,000

public

posts, 2

million

comments,

1300 pages

Limited for Hungarian

users only

Limited users

Custom tool was evaluated

for identification of

psychological phenomena

against human judgment

27. Pang et al.

[29]

Instagram Demographic analysis

Text analysis

Image analysis

Age detection process

Demographic was

analyzed by photo with

face detection and face

analysis tools

Tags associated with the

pictures were analyzed

Penetration is done by

analyzing followers of the

brand

Drinking behavior is

analyzed

600 Media data mining is not

involved

Fake information can be

collected as some

accounts are fake

Results shows that

Heineken brand has high

number of followers and

51.91% male above

18 drink this particular

brand
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Table 1 Behavior Analysis Using Social Media Data Extracted From 30 Scientific Research Papers During
2015–17—cont’d

No. Study
Social
Media

Methods/Technologies
Used Description Users Limitations Results

28. Bhagat et al.

[4]

Twitter Cut-based classification

approach using

messaged exchanged on

social media

SetiStrength and

Treebank analysis is

evaluated and limitation

in these methods are

evaluated

New cut-based

classification architectural

approach is used to

analysis the text

documents with

classification method

7 million Graphical user interface

(GUI) can be used for

better understanding of

users

Polarity, subjectively, and

hierarchical polarity is used

which shows that

subjectively polarity

analysis has more accuracy

than other two

29. Tsai et al. [30] Facebook Distributed data

collection module

Social personal analysis

using user operation

complexity analysis

Personal preference

analysis

Social personal analysis is

designed using Facebook

personal information.

Data is collected on the

basis of how many users

like, share and join the

pages on the Facebook

With the help of this data

personal preference

analysis is done

10,000 With the analysis of

personal preference

interest in the different

innovative application

services will be big issue

of social analysis in the

future

Not able to reach

different application

services areas in social

analysis

The result show the data

on the basis of different

tests which shows: Page

viewed by users, bounce

rate, and Click rate.

Table shows that Test_A

has high PV, Test_B has

high bounce rate, and

Test_C has high click rate

30. Ray et al. [31] Facebook Empirical analyze

Mathematical and

empirical model

Inverse Gaussian

distribution

Binomial distribution

Mathematical and

empirical model used to

analyze the behavior of

Facebook users

Mathematical model will

help to know the

likeability of users from

the point of view and

with probability of

viewing posts

IGD to know the viewing

probability

1200 Effectiveness of mobile

learning is not included

Software implementation

is hard

Result shows that photos

posted by users gets 39%

more interaction than

links, videos or any other

text-based updates

Textual posts, liking and

comments were used to

analyze

59% of users are those

who are daily active and

96% are monthly users
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Chapter 5 • An Analysis of Demographic and Behavior Trends Using Social Media 101
3 Results

The aimof this research is to know themethods used by researchers to predict the behavior

of socialmediausers. In this research,datawerecollectedbasedon theuseof threedifferent

social networking sites such as Facebook, Instagram, and Twitter. A random user list was

used to analyze the behavior. In our final analysis, we pooled the data, which showed a sta-

tistically significantdifference invariousparameters (publishedyear,methods, results, and

limitations) for different social media sites. The results section includes the percentage of

research on the three social networking sites, research papers according to year with bar

graph representations, data collection and behavior analysis methods and classification

based on the different methods with line graph representations.

3.1 Statistical Analysis

We performed statistical analysis to organize the data and predict the trends based on the

analysis. This showed the different social media sites used based on the data given in

Table 1.

As shown in Fig. 1 andTable 2, 27%of datawas based onFacebook users, 23%of datawas

basedon Instagramusers, and 50%ofdatawasbasedonTwitterusers. As such, it is clear that

Twitter isusedmore thanother twosocialmedia sites for theanalysisof thebehaviorofusers.

3.2 Research Papers According to Year

Table 3 represents the data based on the year published. This indicates that most of

research was completed on Twitter in 2016 and there was no research done in 2017 on

Facebook regarding the behavior of users.
FIG. 1 Analysis of different social media to predict the behavior of users.



Table 3 Number of Researches According to Year

Year Social Media Number of Studies

2015 Facebook 5

Twitter 2

Instagram 1

2016 Facebook 3

Twitter 11

Instagram 4

2017 Facebook –

Twitter 2

Instagram 2

Table 2 Percentage of Number of Researches Completed in Three Different
Social Media

Application Number of Studies Percentage

Facebook 8 27

Instagram 7 23

Twitter 15 50

102 SOCIAL NETWORK ANALYTICS
Fig. 2 shows that most of the research studies have been completed on Twitter in 2016.

There was one research on the behavior analysis topic on Facebook in 2017.

3.3 Data Collection Method and Behavior Analysis Methods Used

Data collection techniques and behavior analysis methods used by different studies are

shown in Table 4.
3.4 Classification Based on Different Methods

The behavior of users can be analyzed using different methods as shown in Table 5.

Fig. 3 is based on the classification of papers based on the differentmethods used and it

is clear that the researchers have used analysis techniquesmore than others and they have

rarely used coding rules.
4 Discussion

In this analysis, we observed that the amount of studies on Facebook and Instagram in the

period from 2015 to 2017 was low, so there is a need of more research in these

important areas.

This review study will help the readers to understand the different methods that the

authors have used in their research studies on behavior analysis in social media.
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Table 4 Data Collection and Behavior Analysis Methods Used by Different Authors

Data Collection Techniques Behavior Analysis Methods

Snowballing method, Gaussian mixture model (GMM),

Quad closure methods, Binary classification problem,

third-party apps, SmartPlus3 Software, Bag of words,

Opinion mining, Questionnaire, Set of keywords, Twitter

tweepy API, MBTI test

Regression analysis, quantitative method, correlation

methods, machine learning, partition clustering algorithm,

text processing, term frequency-inverse document

frequency (TF-IDF), fuse-motif, CrossSpot algorithm,

tenfold cross validation method, partial least square (PLS),

JavaFX application, fivefold cross validation, cross industry

standard process for data mining (CRISP-DM), supervised

learning algorithms, fuzzy sentiment classification,

NetworkX-METIS, Myers Briggs type indicator test,

Jtwitter.jar libraries, REST API, index analyzer, LIWC tool,

Jieba tool

Chapter 5 • An Analysis of Demographic and Behavior Trends Using Social Media 103
An examination of the different methods of behavior analysis carried out with the help

of social media is themain aim of this research. Thirty research studies were collected and

analyzed to understand the personality of individuals who use social media such as Face-

book, Twitter, and Instagram. Only three types of social network sites were included in this

research. This analysis from the reported studies gives an overview of methods used to

predict the personality of social media users.

As seen from Fig. 1, 50% of research was done on Twitter from 2015 to 2017, whereas as

the other two social networking sites, Facebook and Instagram, only had 27% and 23%,

respectively. Moreover, some studies [14, 21] proposed more than one method to analyze

individuals’ behavior.
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FIG. 3 Classification based on different methods used by 30 different studies.

Table 5 Classification Based on Different Methods to Analysis the Behavior of Users

Analysis techniques Regression analysis, social network analysis, fuse-motif analysis, demographic analysis,

fuzzy sentiment classification, sentiment analysis, classic sentiment analysis,

psycholinguistic analysis, index analyzer, personality analysis, text/image analysis.

Coding rules Binary coding

Models Gaussian mixture model, path diagram model, technology acceptance model (TAM),

multimode Erdos–Renyi model, machine learning, lexicon based, grammatical rule

approach models, Mathematical, and empirical model

Algorithms Machine learning, partition clustering algorithm, CrossSpot algorithm, supervised

learning algorithms, feature vector, data mining algorithm, classification algorithm and

Pearson correlation coefficient formula.

Principle KL-divergence principle, minimum description length (MDL) principle.

API Twitter tweepy API tools, REST API, Apache Spark’s stream processing API, Textalytics

media analysis API
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A major issue in this area is the security and privacy of the information that the users

put on the social media. However, some of the studies included in this review provided

suggestions and methods to help secure the personal information of users. Many authors

also discussedmachine learning technique to observe the personality of social networking

site users.

The results showed that most of the research completed in 2016 were on Twitter rather

than Facebook and Instagram. In 2015, most research was done on Facebook and the least

research was done on Instagram. On the other hand, in 2016 Twitter has the highest num-

bers of research papers and Facebook had the lowest numbers. In 2017, Twitter and Insta-

gram had the highest number of research paper while Facebook had none at all.



Table 6 Demographic and Behaviour Trends From the Different Social Media

According to age: Age group between 45 and 55 use more Facebook than Twitter and Instagram. More than 79% of

this age group use Facebook according to current trend

Use of smart phones: Another reason of using social media have been increased in the past year is smart phones. Smart

phones have more visual interaction and people can access the social media easily. Advancement in the mobile phones

play very important role in the increased users of social media

According to location: More people use the social media while they go out for dinner with family and friends. Other

locations where people like to use social media is gym, cinema and home specially in lounge room area more than other

rooms

According to time: More than 70% people use internet in the evening and 57% people use as a first thing in the

morning. There is minimum use of social media during Breakfast, lunch, at work and commuting

Frequency of using social networking sites: More than 35% people use social media more than five times a day as

compared to 20% people who never use social networking site in a day. There are only 3% people who use once a week

APPS: More than 68% use apps to access the social media and fewer people use websites to access the social media
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Data collection and behavior analysis methods provided by authors were collected as

raw data and analyzed. A classification based on themethods used by the authors for anal-

ysis was created.

Previous review studies did not include the limitations and number of users’ attribute

in their analysis. We have included these two attributes in Table 1 to make the research

more specific and easy to understand for the readers [13].

The analysis of the papers indicated that Twitter has been the most used to predict the

personality of social media users. Considering Table 1, there is a need for more variety in

research methods on Instagram to understand the behavior of users.

A cut-based classification method was used to analyze the behavior of Twitter users by

Bhagat et al. [4]. From the analysis done by these authors, they have concluded that

cut-based classification method can be extended in the future to provide GUI for users

for polarity classifications and subjectivity classifications. Real-time user messaging

can also be analyzed in the future [18].

This review study is based on the analysis of behavior of individuals, who use social

network in their daily life. This study benefits readers as it helps to identify the methods

used by different researchers and the number of researchers that applied these methods.

This review study provides a clear description of themethods, limitations, and results that

have been used by previous researches in studies during 2015–17.
More than 37% people of the world use social media; however, the way social media

users interact with each other vary greatly. There are demographic and behavioral trends

from the Facebook, Twitter, and Instagram that are discussed in Table 6.
5 Conclusion

In this review paper, we have reviewed and analyzed data collected from 30 different

published articles from 2015 to 2017 on the topic of behavior analysis using social media.

It is found that there were 69 different methods used by the researchers to analyze their
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data. From these methods, the most common technique to analyze the behavior of indi-

viduals was analysis techniques. From this study, it is clear that there is need for more

research to predict the personality and behavior of individuals on the Instagram. This

study found that 50% of research was done on Twitter and 11 different analysis tech-

niques were sued. While reviewing the research articles, it was clear that the researchers

have used more than one method for data collection and behavior analysis. Table 1 has

all the data analysis of the paper reviewed in the study. Furthermore, unlike past research

papers, this chapter included the attributes of the number of users and the limitations of

the work done. These studiesmostly focused on Twitter with some research on Facebook

and Instagram. In this research paper, we have attempted to fill the gap by including the

number of users and limitation attributes. There are some challenges to find the solu-

tions to the issues that have been discussed, but these require urgent attention. This

study should be useful as a reference for researchers interested in the analysis of the

behavior of social media users.
Author Contribution

A.S. and M.N.H. conceived the study idea and developed the analysis plan. A.S. analyzed

the data andwrote the initial paper.M.N.H. helped in preparing the figures and tables, and

in finalizing the manuscript. All authors read the manuscript.
References
[1] S.M. Ghavami, M. Asadpour, J. Hatami, M. Mahdavi, in: Facebook user’s like behavior can reveal per-

sonality, International Conference on Information and Knowledge Technology, Tehran, Iran, 2015.

[2] L.C. Lukito, A. Erwin, J. Purnama, W. Danoekoesoemo, in: Social media user personality classification
using computational linguistic, International Conference on Information Technology and Electrical
Engineering (ICITEE), Tangerang, Indonesia, 2016.
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1 Introduction

Planned special events (PSE) are a major cause of concern for local transportation agen-

cies because of the impacts on transportation system operations caused by increased

travel demand and reduced capacity attributed to event staging [1]. The assembling of

vehicles and people in a short period of time cause the transit authorities to often encoun-

ter significant challenges in controlling the induced traffic from different locations both

before and after the event. These challenges include parking management, crowd man-

agement, pedestrian facility design, special facility for senior citizens and handicapped

individuals, providing transit facility for captive riders, and so on. In addition, police

enforcements often need to close several streets for security reasons, manage crowds

whowalk together to the location, and guidemotorists to specific routes who are unfamil-

iar with the area. Individuals attending these events travel by various traffic modes, that is,

walk, private car, and public transit.

Managing travel for special events, and facing its challenges, targets the following

objectives: achieve predictability, ensure safety, maximize efficiency, and meet stake-

holders’ (both public and event patron) expectations [2]. Congestion that develops as a

consequence of PSEs results in delays affecting both attendees and nonattendees of the

events [1]. Overall benefits include reduced delay for both attendants and nonattendants

and reduced overall traffic demand. System operation benefits include, among many

others, attraction of new regular transit users and carpoolers and dissemination of lessons

learned and solutions to technical problems. At a community level, benefits extend to an
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00006-2
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economical stage, with an increased knowledge of potential for investment and commer-

cial activity in the community and also an increased potential to attract other special

events. PSEs are known to generate a direct outside-of-event spending and secondary eco-

nomic effects of the order of $164 billion annually, with college sports contributing up to

$6.7 billion [1].

In recent times, the prevalence of social networks makes people travel in many differ-

ent ways. Ride sharing is one such emerging options and people, having strong personal

attachments, make joint trips with friends, neighbors, colleagues, and others for different

activities. Individuals are more likely to share rides or carpool with friends as compared to

conventional modes of travel such as driving one’s own car, using transits, and so on. Such

sharing is more prominent during special events when individuals make joint trips to a

specific location on a given day and time from various parts of the city. As a result, accom-

modating for the travel demand and additional traffic generated during a special event is

the key to its success. Although the importance of social network on social activities has

been extensively studied and somemodels were developed to predict mode choice during

special events, nothing has yet been presented which links social network, mode choice,

and special events.

Since special events play a significant role on travel management plans and a relevant

economic impact nationwide, it is important to understand how attendants choose a

specificmodal to reach the venue location. Efficientmeasures to control traffic and pedes-

trian flow can be developed based on the frequency distribution ofmode choices. Hence, a

behavioral model that can predict the mode choice during a given PSE is needed. The

modal split forecast is an essential tool to help practitioners to develop more efficient

management plans that would accommodate both current and future transit demand.

In this matter, recognizing the explanatory factors that play into the selection of a mode

is an essential part of the modal split forecast. As ridesharing is getting more popular and

people aremore likely to carpool with friends when attending such events, we believe that

spectators’ mode choice forecast should be made based not only on sociodemographic

attributes, but it should also consider social network characteristics.

This research studies the role that social networks play in mode selection during a spe-

cial event and how it fosters carpooling during high demand events such as game days. By

collecting egocentric data network data, a multinomial logit model was developed to

understand the mode choice of attendants during a college game day. Five different

modes were considered in the survey: (a) own car, (b) walk, (c) carpool, (d) bus, and

(e) others. The model contributes to mode choice research by determining the influential

factors in selecting one of five mode choices, as a function of the social network charac-

teristics such as homophily and heterogeneity indexes, network size, and network density.

The findings of this study provide useful insights into the modal split during a special

event that would help practitioners and campus policy developers to foster ride sharing

and facilitate transit authorities to better plan for such occasions, facilitating access to the

venue location, and improving the overall experience of attendants. The remainder of this

paper is organized as follows. Section 2 provides a brief description on the dataset used in
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this study. Section 3 discusses the methodology used to develop the model in Section 4.

Section 5 presents and discusses the estimation results. Finally, Section 6 summarizes the

major findings and concludes the study.

2 Background and Related Work

Recent studies have explored the correlation between social network characteristics and

social activities, showing that social activity patterns are likely to be inferred from an indi-

vidual’s social network [3–5]. The importance of people’s social networks, information,

and communication technology on the social travel demand has also been recognized

as opposed to a purely sociodemographic approach, which would overlook important

behavioral processes [4, 6]. Habib et al. [7] incorporated social dimension into an

activity-based model showing the relevance of interpersonal interactions on the social-

activity scheduling process. Using a zero-inflated Poisson model, Sadri et al. [8] discussed

the relevance of personal network variables in the joint trip generation, revealing that rec-

reational trips are more likely to occur the higher religion homophily and contact fre-

quency between egos and alters are. The study has shown that individual’s make more

trips with alters of different income level and vehicle ownership status, linking the idea

of network capital to ride sharing encouragement and potentially to mode choice [8].

Social network influence on travel behavior has been extensively studied in the liter-

ature [9, 10]. Pike [11] studied the role of social influence in travelers’ (students) mode

choice behavior using egocentric social networks approach. Maness et al. [12] proposed

a generalized behavioral framework for choice models of social influence. The study also

listed several behavioral and data concerns associated with such travel behavior. Maness

and Cirillo [13] developed a latent class discrete choicemodel of an indirect informational

conformity hypothesis to study social influence effects. Through a multinomial logit

model, Cervero [14] listed three blocks of variables that influence mode travel: traditional

travel time, cost, and demographic variables; attitudinal and lifestyle preference variables;

and built-environment factors. The study suggested that drive-alone and group-ride auto-

mobile travel likelihood increased, when compared with transit, with vehicle ownership

levels, the presence of a driver’s license, and for female trip makers [14].

Some literatures have studied the importance of PSEs. PSEs include events at both per-

manent (i.e., arenas, stadiums, racetracks, fairgrounds, amphitheaters, convention cen-

ters, etc.) and temporary venues. Sporting events, concerts, festivals, and conventions

and also less frequent public events such as parades, fireworks displays, bicycle races,

sporting games, motorcycle rallies, seasonal festivals, and milestone celebrations illus-

trate the concept of a special event [15]. The term planned refers to the essence of such

events because of their known locations, scheduled times of occurrence, and associated

operating characteristics [2]. The Indianapolis 500 and Brickyard 400 are the two largest

single-day sporting events in the world that are attended by >400,000 spectators [16]. On

the other hand, universities and sports venues regularly host events that may attract

>100,000 attendants [17].
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A few studies are specific to the behavioral modeling of travel behavior for special

events. For example, a multinomial logit model was developed based on travel character-

istics (cost and time) and individual characteristics (car ownership) to predict the modal

split during the sixth urban sports meeting held in Wuhan in 2007 [18]. Another multino-

mial logit model to forecast mode choice during a special event was developed by Yan

et al., which used the socioeconomic situation and the attributes of transportation mode

alternatives (travel time, access/egress time, fare, etc.) via a utility function [19]. Although

the empirical literature was previously inconclusive about how social networks play a role

into evacuation decision-making [20–23], recent studies have explored the notion of social

influence in crisis communication such as evacuations [24, 25]. Some other relevant stud-

ies include methods dealing with large-scale datasets and their applications [26–34].

3 Data

This study focuses on personal network characteristics in order to determine the casual

factors that influence the mode choice for an attendee on a college sports game day.

The respondents were drawn from an undergraduate class at Purdue University. An email

invitation, which included a link to the survey questionnaire on Qualtrics, was sent to the

students. In all, 562 students completed the survey. The survey questionnaire asked five

mode choices for students to choose from: car, walk, carpool, bus, and “other” option,

which included any other modes not listed in the above (i.e., bicycle, taxi, etc.). This

was done by asking the survey respondents the following question: “On a Purdue game

day, how would you prefer to go to the Ross-Ade Stadium from the place you stay?”

The use of a personal network research design (PNRD) elicited relevant information about

the focal individual attributes (also known as ego), the ego’s perceptions of the attributes

of each alters (e.g., sex, race, income, etc.) and the shared relationship (e.g., duration,

intensity, frequency, etc.) [24, 25, 35, 36]. However, unlike offline egocentric personal net-

works, many studies explored large-scale online social media communication networks

[37–41].
Many structural characteristics can be used to investigate personal networks. Three

differentmajor dimensions exist for these characteristics, according to the level of analysis

[42]: ego-alter tie attributes, alter-alter tie attributes, and network composition. Ego-alter

tie characteristics are directly related to the amount of support, resource exchange and

communication needed [43]. It was the basis to define the network size variable used

in the model. Alter-alter ties allowed us to compute density across different networks.

Density measurements show the extent of involvement of individuals in a network.

A dense personal network is synonymy of closeness among alters and it is a way to easily

access the resources of others [8]. Network composition was approached using both sta-

tistics of homophily and heterogeneity. Usually, the first step on a PNRD is to create a list of

alters to which the ego has some kind of connection. Name generator questions serve this

purpose. Name generator questions are by nature open ended and attention should be

drawn to the fact that they might result in lengthy surveys causing order effects, fatigue,
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satisficing, nonredundancy, as well as interviewer effects [44–46]. In this survey, the

authors used: “Looking back over the last 3 months, who are the people with whom

you discussed matters important to you?” In order to derive respondents’ travel-specific

network relationships, they were asked to nominate exclusively nominate their friends in

Indiana. The next step is to ask name interpreter questions. These questions reveal the

egocentric nature of PNRD since the ego alone provides information about his and his

alters attributes as well as ego-alter ties [35]. Two different measures of ego-alter tie attri-

butes were computed: the duration of ties and the frequency of interaction. The averaged

values of these two categorical variables were used as explanatory variables in the multi-

nomial logit model developed. The personal network variables were analyzed and

measured using E-NET [47].
4 Modeling Framework

To produce a reliable model, we split the dataset into two and created for each one of the

subgroups a different choice set for the dependent variable, thus creating a different

model for each subgroup. Ego networks were grouped based on vehicular ownership, a

variable that was also introduced in the survey questionnaire. For those who responded

positively to the question “Do you own a car or any other vehicle?” the five mode choices

(car, walk, carpool, bus, and other) were considered, whereas the car mode was con-

strained for whoever responded negatively to the same question. After analyzing the fre-

quency distribution of each mode, it was necessary to merge taxi and other, creating a

more robust “other” option on both datasets due to the few number of observations on

the taxi mode. The original dataset contained 548 observations on mode choice and after

accounting for missing data on some of the explanatory variables, it reduced to a total of

504 observations altogether. Fig. 1 shows the frequency distribution of mode choices as

well as the total number of observations computed for each model.

In this study, the mode choice decisions of car owners include five choices in order to

reach the point of interest from different origins during a special event. These include:
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(a) car, (b) carpool, (c) walk, (d) bus, and (e) others. For individuals who do not own a car,

the choice set reduces to four discrete choices excluding the car option. Discrete prefer-

ences like these can effectively be analyzed by using a logit-based modeling framework

[48, 49]. Now, in order to explain the mode choice decisions, consider a function that

defines the multinomial outcome of the mode choice preference for an individual i:

Cm, i ¼ βmVm, i + εm, i (1)

where
• Cm, i is a function determining themode choice categorym inM (m¼ 1, 2, 3, 4, 5 for car

owners and m¼ 1, 2, 3, 4 for non-car owners);

• Vm, i is the vector of explanatory variables (see Table 1);

• βi is the vector of estimable parameters and

• εm, i is an error term.
Table 1 Descriptive Statistics of Explanatory Variables

Variable Description Mean
Standard
Deviation Minimum Maximum

Model 1 (car owners)

Indicator variable for network size (1 if netsize�8, 0 otherwise) 0.587 0.493 0 1

Indicator variable for density (1 if density�7, 0 otherwise) 0.216 0.412 0 1

Indicator variable for average frequency of contact (1 if average

frequency of contact�5.5, 0 otherwise)

0.465 0.500 0 1

Indicator variable of average duration of relationship (1 if average

duration of relationship�2.8, 0 otherwise)

0.429 0.496 0 1

Homophily: sex (1 if homophily E-I of sex��0.2, 0 otherwise) 0.781 0.414 0 1

Homophily: age (1 if homophily E-I of age ranges from �0.5 to

0.5, 0 otherwise)

0.558 0.497 0 1

Homophily: race (1 if homophily E-I of race��0.2, 0 otherwise) 0.842 0.365 0 1

Homophily: marital status (1 if homophily E-I of marital status

ranges from �0.6 to 0, 0 otherwise)

0.500 0.501 0 1

Homophily: income (1 if homophily E-I of income ranges from

�0.3 to 0.2, 0 otherwise)

0.174 0.380 0 1

Homophily: vehicular ownership (1 if homophily E-I of vehicular

ownership��0.1, 0 otherwise)

0.877 0.328 0 1

Heterogeneity: sex (1 if heterogeneity of sex�0.2, 0 otherwise) 0.797 0.403 0 1

Heterogeneity: age (1 if heterogeneity of age�0.75, 0 otherwise) 0.087 0.282 0 1

Heterogeneity: vehicular ownership (1 if heterogeneity of

vehicular ownership�0.6, 0 otherwise)

0.235 0.425 0 1

Indicator variable of on-campus living condition (1 if respondent

lives on campus, 0 otherwise)

0.655 0.476 0 1

Indicator variable of dorm living condition (1 if respondent lives in

any Purdue dorm, 0 otherwise)

0.242 0.429 0 1

Indicator variable of apartment living condition (1 if respondent

lives in an apartment, 0 otherwise)

0.342 0.475 0 1



Table 1 Descriptive Statistics of Explanatory Variables—cont’d

Variable Description Mean
Standard
Deviation Minimum Maximum

Indicator variable of number of people in the family (1 if number

of people in the family�4, 0 otherwise)

0.735 0.442 0 1

Model 2 (non-car owners)

Indicator variable for network size (1 if netsize�6, 0 otherwise) 0.655 0.476 0 1

Indicator variable for density (1 if density>0.45, 0 otherwise) 0.488 0.501 0 1

Indicator variable for average frequency of contact (1 if average

frequency of contact>4.8, 0 otherwise)

0.803 0.399 0 1

Indicator variable of average duration of relationship (1 if average

duration of relationship�2.8, 0 otherwise)

0.261 0.440 0 1

Homophily: sex (1 if homophily E-I of sex�0.8, 0 otherwise) 0.030 0.170 0 1

Homophily: age (1 if homophily E-I of age ranges from �0.3 to

0.1, 0 otherwise)

0.227 0.420 0 1

Homophily: race (1 if homophily E-I of race ranges from �0.9 to

�0.3, 0 otherwise)

0.320 0.468 0 1

Homophily: income (1 if homophily E-I of income�0.8, 0

otherwise)

0.404 0.492 0 1

Homophily: vehicular ownership (1 if homophily E-I of vehicular

ownership ranges from �0.5 to �0.2, 0 otherwise)

0.158 0.365 0 1

Heterogeneity: sex (1 if heterogeneity of sex�0.45, 0 otherwise) 0.271 0.446 0 1

Heterogeneity: age (Blau’s index of heterogeneity) 0.393 0.262 0 0.84

Indicator variable of on-campus living condition (1 if respondent

lives on campus, 0 otherwise)

0.803 0.399 0 1

Indicator variable of apartment living condition (1 if respondent

lives in an apartment, 0 otherwise)

0.222 0.416 0 1

Indicator variable of dorm living condition (1 if respondent lives in

any Purdue dorm, 0 otherwise)

0.498 0.501 0 1

Indicator variable of number of people in the family (1 if number

of people in the family�5, 0 otherwise)

0.374 0.485 0 1
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Now with the assumption that εm, i is generalized extreme value distributed [50], the

multinomial logit model results in the following equations [49]:

Prim ¼ exp βmVm,ið ÞX
M
exp βmVM , ið Þ (2)

where Prm
i is the probability of the mode choice type m (among all the types M) for indi-
vidual i.

The social network characteristics for the sociodemographic data, that is, homophily

and heterogeneity were computed using the software E-net. Krackhardt and Stern’s E-I

statistic was used to measure similarities among an ego and his alters. The index is cal-

culated by subtracting internal ties (i.e., from the same attribute category as the ego) from

external ties (i.e., those that are from a different attribute category) and diving the subtrac-

tion by the network size. Ego’s with an E-I score of �1 have ties exclusively to alters that
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belong to a same given attribute category as him, while an E-I score of +1 represents con-

nection to alters that belong exclusively to other attribute categories. Blau’s indexwas used

tomeasure the diversity between alters. Given an attribute category, this index varies from

0 (all alters similar for that attribute) to 1 (meaning alters are more diverse for the given

attribute). Fig. 2 shows examples of different networks found in the study, with some net-

work characteristics computed.
5 Model Estimation Results

This section presents estimation results of multinomial logit models to predict the trans-

portation mode chosen by attendees on a Purdue game day. To come up with the respec-

tive models, 504 decisions were analyzed inside a multinomial logit framework using

Stata13 [51]. All of the explanatory variables used in the model are generic variables that

are common among the alternatives. Goodness-of-fit measures are presented for the

models, and the values of ρ and ρ2 are reported. All being above 0.2 indicates good good-

ness of fit. Also the averagemarginal effects are presented for each explanatory variable in

Tables 2 and 3, allowing for the evaluation of the change in probability given a unit change

in the explanatory variable in the analysis, with all other variables equal to their means.

A discussion on the final model parameters and on the findings is presented in the sub-

sequent paragraphs:

5.1 Model 1 (Car Owners)

This first model was developed for respondents who reported that they owned a car or any

other vehicle. The original choice set was maintained for the analysis, consisting of: car,

carpool, bus, and other. Walk was set as the base outcome, so all the coefficients of other

modes could be compared with it. The constants shown are defined for all modes in this

model, and they indicate that, all else being equal, individuals aremore likely to drive their

own cars to the game.

5.1.1 Density, Network Size, and Ego-Alter Tie Attributes
Results presented on Table 2 show that the likelihood of using own car increases for net-

work sizes greater than or equal to eight. This might be so because individuals who own a

car might prefer to drive it instead of using any other mode, as shown by the constants

values. The indicator variable of density was defined across car and carpool modes.

Attendees with a network density greater or equal than seven are more likely to carpool

than any other mode (β¼1.355). This result is expected in the sense that denser networks

stimulate resource sharing [8]. On the other hand, individuals who either contact their

alters more frequently or that have known their alters for a longer period of time are more

likely to walk to the venue location. This result is understandable if we think the walk

action as a group activity rather than a solo journey.



FIG. 2 Ego-network examples with different network characteristics. (A) Network size N¼2, (B) Network size N¼5,

and (C) Network size N¼10.
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Table 2 Estimation Results of Model 1 (Car Owners) Multinomial Logit Model for
Choice of Mode

Model 1 (Car Owners) Coefficient z-Stat
Marginal
effect

Walk (Base outcome)

Car

Constant 2.108 2.44

Indicator variable for network size (1 if netsize�8, 0 otherwise) 0.993 2.35 0.096

Indicator variable for density (1 if density�0.7, 0 otherwise) 1.220 2.66 0.090

Indicator variable for average frequency of contact (1 if average frequency of

contact�5.5, 0 otherwise)

�0.937 �2.18 �0.059

Homophily: sex (1 if homophily E-I of sex��0.2, 0 otherwise) �0.433 �0.94 �0.023

Homophily: race (1 if homophily E-I of race��0.2, 0 otherwise) �1.341 �2.79 �0.107

Homophily: income (1 if homophily E-I of income ranges from �0.3 to 0.2, 0

otherwise)

1.296 2.69 0.091

Homophily: vehicular ownership (1 if homophily E-I of vehicular

ownership��0.1, 0 otherwise)

�1.440 �2.63 �0.168

Indicator variable of on-campus living condition (1 if respondent lives on

campus, 0 otherwise)

�1.887 �4.03 �0.147

Indicator variable of dorm living condition (1 if respondent lives in any Purdue

dorm, 0 otherwise)

�1.623 �1.94 �0.158

Indicator variable of apartment living condition (1 if respondent lives in an

apartment, 0 otherwise)

0.603 1.39 0.035

Indicator variable of number of people in the family (1 if number of people in

the family �4, 0 otherwise)

�1.089 �2.69 �0.106

Carpool

Constant �3.505 �2.13

Indicator variable for density (1 if density�0.7, 0 otherwise) 1.355 2.35 0.073

Indicator variable for average frequency of contact (1 if average frequency of

contact�5.5, 0 otherwise)

�1.484 �2.67 �0.088

Indicator variable of average duration of relationship (1 if average duration of

relationship�2.8, 0 otherwise)

�1.931 �3.53 �0.141

Homophily: sex (1 if homophily E-I of sex��0.2, 0 otherwise) �0.591 �1.14 �0.029

Homophily: age (1 if homophily E-I of age ranges from�0.5 to 0.5, 0 otherwise) 0.769 1.56 0.061

Homophily: race (1 if homophily E-I of race��0.2, 0 otherwise) �1.083 �1.87 �0.050

Homophily: marital status (1 if homophily E-I of marital status ranges from�0.6

to 0, 0 otherwise)

1.193 2.39 0.087

Homophily: income (1 if homophily E-I of income ranges from �0.3 to 0.2, 0

otherwise)

1.413 2.7 0.072

Homophily: vehicular ownership (1 if homophily E-I of vehicular

ownership��0.1, 0 otherwise)

1.339 1.44 0.128

Heterogeneity: sex (1 if heterogeneity of sex�0.2, 0 otherwise) 1.323 1.57 0.096

Heterogeneity: age (1 if heterogeneity of age�0.75, 0 otherwise) 1.936 3.12 0.141

Heterogeneity: vehicular ownership (1 if heterogeneity of vehicular

ownership�0.6, 0 otherwise)

0.881 1.58 0.064

Indicator variable of on-campus living condition (1 if respondent lives on

campus, 0 otherwise)

�1.221 �2.22 �0.044

118 SOCIAL NETWORK ANALYTICS



Table 2 Estimation Results of Model 1 (Car Owners) Multinomial Logit Model for
Choice of Mode—cont’d

Model 1 (Car Owners) Coefficient z-Stat
Marginal
effect

Indicator variable of apartment living condition (1 if respondent lives in an

apartment, 0 otherwise)

0.861 1.65 0.046

Bus

Constant �1.223 �2.3

Homophily: age (1 if homophily E-I of age ranges from�0.5 to 0.5, 0 otherwise) �2.501 �2.26 �0.053

Indicator variable of on-campus living condition (1 if respondent lives on

campus, 0 otherwise)

�2.547 �2.92 �0.042

Other

Constant �2.967 �4.04

Homophily: sex (1 if homophily E-I of sex��0.2, 0 otherwise) �1.509 �2 �0.034

Homophily: income (1 if homophily E-I of income ranges from �0.3 to 0.2, 0

otherwise)

1.212 1.54 0.020

Indicator variable of apartment living condition (1 if respondent lives in an

apartment, 0 otherwise)

1.185 1.6 0.024

Log-likelihood at zero, LL(0) �295.5764

Log-likelihood at convergence, LL(β) �215.1506

ρ2 0.272

Adjusted ρ2 0.215

Number of observations 306

Table 3 Estimation Results of Model 2 (Non-Car Owners) Multinomial Logit Model for
Choice of Mode

Model 2 (Non-Car Owners) Coefficient z-Stat
Marginal
Effect

Walk (Base outcome)

Carpool

Constant �4.015 �3.08

Indicator variable for density (1 if density>0.45, 0 otherwise) 1.141 1.88 0.074

Indicator variable for average frequency of contact (1 if average frequency of

contact>4.8, 0 otherwise)

1.234 1.09 0.080

Homophily: sex (1 if homophily E-I of sex�0.8, 0 otherwise) 3.579 2.21 0.181

Homophily: age (1 if homophily E-I of age ranges from �0.3 to 0.1, 0

otherwise)

1.715 2.64 0.111

Homophily: race (1 if homophily E-I of race ranges from �0.9 to �0.3, 0

otherwise)

0.970 1.66 0.063

Indicator variable of on-campus living condition (1 if respondent lives on

campus, 0 otherwise)

�1.254 �1.75 �0.060

Indicator variable of apartment living condition (1 if respondent lives in an

apartment, 0 otherwise)

1.442 2.05 0.057

Continued
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Table 3 Estimation Results of Model 2 (Non-Car Owners) Multinomial Logit Model for
Choice of Mode—cont’d

Model 2 (Non-Car Owners) Coefficient z-Stat
Marginal
Effect

Indicator variable of number of people in the family (1 if number of people in

the family�5, 0 otherwise)

�1.275 �1.76 �0.082

Bus

Constant �2.859 �2.29

Indicator variable for network size (1 if netsize�6, 0 otherwise) �0.727 �1.25 �0.051

Indicator variable of average duration of relationship (1 if average duration of

relationship�2.8, 0 otherwise)

�1.473 �1.49 �0.104

Homophily: sex (1 if homophily E-I of sex�0.8, 0 otherwise) 3.882 2.55 0.224

Homophily: income (1 if homophily E-I of income�0.8, 0 otherwise) 0.650 1.15 0.040

Homophily: vehicular ownership (1 if homophily E-I of vehicular ownership

ranges from �0.5 to �0.2, 0 otherwise)

1.476 2.28 0.105

Heterogeneity: sex (1 if heterogeneity of sex�0.45, 0 otherwise) 1.289 2.28 0.091

Heterogeneity: age (Blau’s index of heterogeneity) �1.653 �1.53 �0.117

Indicator variable of on-campus living condition (1 if respondent lives on

campus, 0 otherwise)

�1.848 �1.95 �0.117

Indicator variable of apartment living condition (1 if respondent lives in an

apartment, 0 otherwise)

3.214 2.63 0.211

Indicator variable of dorm living condition (1 if respondent lives in any Purdue

dorm, 0 otherwise)

2.505 2.12 0.177

Other

Constant �4.710 �4.58

Homophily: sex (1 if homophily E-I of sex�0.8, 0 otherwise) 3.408 2.16 0.058

Homophily: income (1 if homophily E-I of income�0.8, 0 otherwise) 1.860 1.62 0.039

Log-likelihood at zero, LL(0) �153.35972

Log-likelihood at convergence, LL(β) �107.11187

ρ2 0.302

Adjusted ρ2 0.204

Number of observations 198
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5.1.2 Homophily Indexes
Both sex and race homophily show similar effects on carpool, when compared with the

walk mode. The higher the homophily in those cases, the more likely the individuals

are to walk to the game. This might be the case where the diversity of gender and race

between an ego and his alters stimulates carpooling. Themarginal effects of these two var-

iables show that the carpool mode is more affected by a change in sex homophily

(M.E¼�0.029) than it is by a change in race homophily (�0.050). Individuals with inter-

mediate values of age and income homophiles are more likely to carpool than any other

mode. Again we see egos who have a network with different attributes than his own being

more likely to carpool. Marital status homophily was defined only across the carpool. The

range set on that variable reveals that values close to complete homophily or any value

that approximates to heterophily might stimulate the individual to carpool.



Chapter 6 • Social Network Influence on Mode Choice and Carpooling 121
Probably the most interesting result in terms of homophily is the one for vehicular

ownership. Since in this model all respondents own a car, total homophily values mean

exclusively connections to alters who also own car, and total heterophily means the exact

opposite. The combined range and coefficients of that variable show that the more an ego

who owns a car is connect to alters who also own a car, the more likely he is to carpool

(β¼1.339), and the less likely he is to drive his own car alone (β¼�1.440). The reason

for that might lay on the fact that since more resource (i.e., car) is found in this type of

network, individuals would be more willing to share it. Also, an ego who connects himself

with other car owners would havemore opportunities to carpool than others who connect

themselves with non-car owners.

5.1.3 Heterogeneity Indexes
Heterogeneity variables were defined only for carpool, and all of them (sex, age, and vehic-

ular ownership) show a positive association with this mode, indicated by the positive sign

of the coefficients. The indicator variable for age heterogeneity is, in fact, the one with the

greater impact on carpool. Its average marginal effect suggests that the probability of car-

pooling increases by 0.141. This is an indication that this mode is highly influenced by the

diversification of one’s network, and that individuals with a more diverse network are

more likely to pursue resource sharing.

5.1.4 Location Variables
The indicator variables for on campus, dorm, and apartment behave as expected.

Although far distances are not appropriately addressed in the survey questionnaire

(meaning that overall proximity of all residences do not exceed 5 miles from the arena),

the proximity to campus decreases the likelihood of adopting any othermode of transpor-

tation besides walk, while individuals living in apartments pursuit carpool more than any

other mode.

5.2 Model 2 (Non-Car Owners)

This first model was developed for respondents who reported that they did not own a car

or any other vehicle. The carmode was intuitively constrained in this case. Walk was set as

the base outcome, so all the coefficients of other modes could be compared to it.

5.2.1 Density, Network Size, and Ego-Alter Tie Attributes
The results presented in Table 3 show that for individuals who did not own a car, the higher

the density of personal network, the more likely they are to carpool as compared with any

othermode of transportation taken into account (β¼1.141). Network size has an influence

for bus mode in this model, with its likelihood decreasing for network sizes greater or

equal to six, as compared with the other lower range. Indicator variable for frequency

of contact shows a positive influence for carpool and indicator variable for average rela-

tionship duration decreases the likelihood of riding a bus.
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5.2.2 Homophily Indexes
The E-I index of sex was a variable defined and categorized across all alternatives, and it

indicates that the more heterophily of sex between egos and alters, the more likely indi-

viduals are to pursuit other modes other than walk. The coefficient result for age homo-

phily indicates that individuals in the intermediate range aremore likely to carpool. These

two variable results would be another evidence that egos who seek connections to alters

from different attribute categories than his would be more likely to carpool. Although this

might seem counterintuitive (since wemight think that themore like each other people in

a network are the more they will do activities together), it has a plausible explanation. The

diverse nature of the egos network might grant them access to a so likely diverse source of

resources. Since these egos are used tomake diverse connections, theymight also bemore

likely to do activities that might involve the presence of people unknown to them. This

result is consistent with the previous model. Homophily of race plays a positive influence

on carpool (β¼0.970), showing that individuals who do not own a car are more likely to

carpool with alters that pertain to the same race. Heterophily of income has a positive

association with the likelihood of riding a bus in this model.

Once again vehicular ownership homophily is an interesting variable in the analysis.

In this second model, total homophily means connections to alters who do not own a

vehicle, whereas total heterophily represents exclusively connections to alters who do

own a car. At the extent of values ranging from �0.5 to �0.2, individuals are more likely

to ride a bus when compared with all other modes considered. This result seems logical,

once egos connected to alters who do not own cars would be more willing to take a non-

car-dependent mode such as a bus.

5.2.3 Heterogeneity Indexes and Location Variables
While heterogeneity of sex increases the likelihood of riding a bus (β¼1.289), heterogene-

ity of age decreases this same likelihood (β¼�1.653). Variables showing living conditions

behave as expected in this model. On campus residents are more likely to walk to the

game, while dorm residents (which are part of the on campus share) are more likely to

ride a bus. This might be so because dorm residents might be more used to ride buses,

that is, to class on a daily basis. Apartments residents are more likely to ride a bus

(β¼3.214), followed by carpool (β¼1.442).

6 Conclusions

While previous studies have explored mode choice during special events by taking into

account utility functions and sociodemographic attributes, this study presents a network

approach of social influence on modal splits during such events. The multinomial logit

model incorporates explanatory variables related to social network characteristics, that

is, homophily, heterogeneity, density, and network size. The model was developed based

on a personal (egocentric) network research design approach that investigated which of

the five different travel modes (car, walk, carpool, bus, and other) college students from
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Purdue University take to reach the Ross-Ade-Stadium during a football game. Ego and

alter attributes, as well as ego-alter and alter-alter tie attributes were the basis for the

explanatory variables included in the model.

An analysis of the estimation results for both the models provides key insights with

respect to the travel mode during a special event. Such insights include:

• Carpool mode revealed a strong positive correlation with network density, showing

that dense networks are associated with more carpool travels.

• Homophily of age presented itself similarly across the models. Intermediate values, in

both cases, are linked with higher likelihood of carpooling, meaning that egos who

share connections with a diverse set of alters would be more likely to carpool than

those who relate to more similar or totally different set of alters in terms of age.

• Homophily of sex and income in both models showed that an ego who seek

connections to alters that are different than him would have a greater likelihood of

carpooling.

• Individuals who own a car and who have a network composed mostly by alters who

also own a car are more likely to carpool,

• Heterogeneity values in model 1, which included only car owner egos, showed that the

more diverse the alters of an ego are in terms of gender, age, and vehicular ownership,

the more likely the ego is to carpool.

• Bus is preferred by non-car owners (model 2).

• The closer the individuals are to the venue location, the less likely they are to take their

own cars to reach the event.

The proposed model shows us that a dense and diverse network in terms of age and sex

(both in terms of ego and alter attributes as well as for alter and alter attributes) would

increase the likelihood of carpooling for an individual. With these findings, actions that

promote the interaction of different individuals in a campus community could be encour-

aged. Bringing people together through college activities, international events such as

food days and road trips, floor meetings, dorm game days, and so on, would be a way

to reinforce the existing connections inside a network and promote the diversity and addi-

tion of new individuals to the network. Since proximity to the campus plays an influence

on whether to use a car or not, a good way to foster ride sharing in this occasion would be

to provide shuttle services serving high-density locations such as apartment complexes

inside and outside campus during game days. Themodel developed would also help local

transit agencies to better plan for such events, increasing the potential to promote such

events, thus creating a path to generate income for locals, reduce congestion for both

attendees and nonattendees, accommodate travel demand and parking needs and

improve access to the venue location.

Although the model provides evidence of the effect of social network on mode choice

during a special event, some limitations still remain. The effect of proximity to the venue

location needs to be better addressed, since the survey was responded by Purdue college

students who mostly reside in a radius no >5 miles to the arena. Intermodal travel was
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suppressed by the survey questionnaire design, that is, driving a car to a certain location

and from there using a public transportation. Network composition for the egos inter-

viewed could have led to more solid results if we knew to what extent people in the

networks collected are used to interact with each other in terms of social activities on a

daily basis, that is eating out, study, shopping, and so on. Again this would be better

addressed with an inclusion in the survey questionnaire. In the face of the results and lim-

itations of this study, the authors recognize the need for more research linking special

events mode choice and social networks. We hope that the findings and propositions pre-

sented in this study are taken into account by campus city transportation agencies to fos-

ter carpool during high demand events. Joining such actions with the modal split forecast

proposed by the two models in this study will help to improve the overall experience of

attendants, reduce congestion, and also alleviate transit demand issues associated with

special events.
References
[1] J. Skolnik, R. Chami, M. Walker, Planned Special Events–Economic Role and Congestion Effects,

No. FHWA-HOP-08-022, 2008.

[2] W.M. Dunn Jr., Managing Travel for Planned Special Events Handbook: Executive Summary,
No. FHWA-HOP-07-108, 2007.

[3] J.A. Carrasco, E.J. Miller, Socializing with people and not places: modelling social activities explicitly
incorporation social networks, in: Computers in Urban Planning and Urban Management, 2005.
London.

[4] J.-A. Carrasco, E.J. Miller, The social dimension in action: a multilevel, personal networks model of
social activity frequency between individuals, Transp. Res. A Policy Pract. 43 (1) (2009) 90–104.

[5] J.A. Carrasco, B. Hogan, B. Wellman, E.J. Miller, Collecting social network data to study social activity-
travel behavior: an egocentric approach, Environ. Plann. B Plann. Des. 35 (6) (2008) 961–980.

[6] P. Van den Berg, Social Activity-Travel Patters: The Role of Personal Networks and Communication
Technology (PhD dissertation), Eindhoven University of Technology, Eindhoven, 2012.

[7] K. Habib, J. Carrasco, E. Miller, Social context of activity scheduling: discrete-continuous model of
relationship between" with whom" and episode start time and duration, Transp. Res. Rec. J. Transp.
Res. Board 2076 (2008) 81–87.

[8] A.M. Sadri, S. Lee, S.V. Ukkusuri, Modeling social network influence on joint trip frequency for regular
activity travel decisions, Transp. Res. Rec. J. Transp. Res. Board 2495 (2015) 83–93.

[9] J. Kim, S. Rasouli, H.J.P. Timmermans, Social networks, social influence and activity-travel behaviour:
a review of models and empirical evidence, Transp. Rev. (2017) 1–25.

[10] S. Pike, M. Lubell, Geography and social networks in transportation mode choice, J. Transp. Geogr.
57 (2016) 184–193.

[11] S. Pike, Endogeneity in Social Influence and Transportation Mode Choice Using Ego-Networks,
No. 15-5879, 2015.

[12] M. Maness, C. Cirillo, E.R. Dugundji, Generalized behavioral framework for choice models of social
influence: behavioral and data concerns in travel behavior, J. Transp. Geogr. 46 (2015) 137–150.

[13] M. Maness, C. Cirillo, An indirect latent informational conformity social influence choice model:
formulation and case study, Transp. Res. B Methodol. 93 (2016) 75–101.

http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0010
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0010
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0015
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0015
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0020
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0020
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0020
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0025
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0025
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0030
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0030
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0035
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0035
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0040
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0040
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0040
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0045
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0045
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0050
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0050
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0055
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0055
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0060
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0060
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0065
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0065
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0070
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0070


Chapter 6 • Social Network Influence on Mode Choice and Carpooling 125
[14] R. Cervero, Built environments andmode choice: toward a normative framework, Transp. Res. Part D:
Transp. Environ. 7 (4) (2002) 265–284.

[15] S.P. Latoski, W.M. Dunn Jr., B. Wagenblast, J. Randall, M.D. Walker, Managing Travel for Planned
Special Events, No. FHWA-OP-04-010, 2003.

[16] J.S.Wasson, S.E. Young, J. Sturdevant, P.J. Tarnoff, J.M. Ernst, D.M. Bullock, Evaluation of Special Event
Traffic Management: The Brickyard 400 Case Study, JTRP Other Publications and Reports, Paper 4,
2008. http://docs.lib.purdue.edu/jtrpdocs, https://doi.org/10.5703/1288284314673.

[17] M.Mekker, D.M. Bullock, S.M. Remias, H. Li, Leveraging Commercial Cloud Navigation andMaps for
Special Event Route Management, Available at Purdue University Libraries, 2015. https://docs.lib.
purdue.edu/roadschool/2015/posters/1/.

[18] L.-j. Xu, B.Wang,W.-b. Zhang, in: A disaggregatemodel of traffic mode split forecast for public events,
Computational Intelligence and Software Engineering, 2009, CiSE 2009, International Conference on,
IEEE, 2009, pp. 1–4.

[19] L.C. Yan, S.S. Yang, G.J. Fu, Travel demand model for Beijing 2008 olympic games, J. Transp. Eng.
136 (6) (2009) 537–544.

[20] A.M. Sadri, S.V. Ukkusuri, P. Murray-Tuite, H. Gladwin, How to evacuate: model for understanding the
routing strategies during hurricane evacuation, J. Transp. Eng. 140 (1) (2013) 61–69.

[21] A.M. Sadri, S.V. Ukkusuri, P. Murray-Tuite, A random parameter ordered probit model to understand
the mobilization time during hurricane evacuation, Transp. Res. Part C Emerg. Technol. 32 (2013)
21–30.

[22] A.M. Sadri, S.V. Ukkusuri, P. Murray-Tuite, H. Gladwin, Analysis of hurricane evacuee mode choice
behavior, Transp. Res. Part C Emerg. Technol. 48 (2014) 37–46.

[23] A.M. Sadri, S.V. Ukkusuri, P. Murray-Tuite, H. Gladwin, Hurricane evacuation route choice of major
bridges in Miami Beach, Florida, Transp. Res. Rec. J. Transp. Res. Board 2532 (2015) 164–173.

[24] A.M. Sadri, S.V. Ukkusuri, H. Gladwin, The role of social networks and information sources on hur-
ricane evacuation decision making, Nat. Hazards Rev. 18 (3) (2017). 04017005.

[25] A.M. Sadri, S.V. Ukkusuri, H. Gladwin, Modeling joint evacuation decisions in social networks: the
case of Hurricane Sandy, J. Choice Model. 25 (2017) 50–60.

[26] D. Acharjya, A. Anitha, A comparative study of statistical and rough computing models in predictive
data analysis, Int. J. Ambient Comput. Intell. (IJACI) 8 (2) (2017) 32–51.

[27] M. Benadda, K. Bouamrane, G. Belalem, How to manage persons taken malaise at the steering wheel
usingHAaaS in a vehicular cloud computing environment, Int. J. Ambient Comput. Intell. (IJACI) 8 (2)
(2017) 70–87.

[28] S. Kamal, N. Dey, A.S. Ashour, S. Ripon, V.E. Balas, M.S. Kaysar, FbMapping: an automated system for
monitoring Facebook data, Neural Network World 27 (1) (2017) 27.

[29] S. Kamal, S.H. Ripon, N. Dey, A.S. Ashour, V. Santhi, A MapReduce approach to diminish imbalance
parameters for big deoxyribonucleic acid dataset, Comput. Methods Prog. Biomed. 131 (2016)
191–206.

[30] M.S. Kamal, M.G. Sarowar, N. Dey, A.S. Ashour, S.H. Ripon, B.K. Panigrahi, J.M.R.S. Tavares, Self-
organizing mapping based swarm intelligence for secondary and tertiary proteins classification,
Int. J. Mach. Learn. Cybern. (2017) 1–24.

[31] M.S. Kamal, S. Parvin, A.S. Ashour, F. Shi, N. Dey, De-Bruijn graph with MapReduce framework
towards metagenomic data classification, Int. J. Inf. Technol. 9 (1) (2017) 59–75.

[32] M.S. Kamal, S.F. Nimmy, M.I. Hossain, N. Dey, A.S. Ashour, V. Santhi, in: ExSep: an exon separation
process using neural skyline filter, Electrical, Electronics, and Optimization Techniques (ICEEOT),
International Conference on, IEEE, 2016, pp. 48–53.

http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0075
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0075
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0080
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0080
http://docs.lib.purdue.edu/jtrpdocs
https://doi.org/10.5703/1288284314673
https://docs.lib.purdue.edu/roadschool/2015/posters/1/
https://docs.lib.purdue.edu/roadschool/2015/posters/1/
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0095
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0095
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0095
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0100
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0100
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0105
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0105
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0110
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0110
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0110
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0115
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0115
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0120
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0120
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0125
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0125
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0130
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0130
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0135
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0135
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0140
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0140
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0140
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0145
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0145
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0150
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0150
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0150
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0155
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0155
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0155
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0160
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0160
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0165
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0165
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0165


126 SOCIAL NETWORK ANALYTICS
[33] H. Matallah, G. Belalem, K. Bouamrane, Towards a new model of storage and access to data in big
data and cloud computing, Int. J. Ambient Comput. Intell. (IJACI) 8 (4) (2017) 31–44.

[34] M. Yamin, A.A.A. Sen, Improving privacy and security of user data in location based services, Int.
J. Ambient Comput. Intell. (IJACI) 9 (1) (2018) 19–42.

[35] D.S. Halgin, S.P. Borgatti, An introduction to personal network analysis and tie churn statistics using
E-NET, Connections 32 (1) (2012) 37–48.

[36] A.M. Sadri, S.V. Ukkusuri, S. Lee, R. Clawson, D. Aldrich, M.S. Nelson, J. Seipel, D. Kelly, The role of
social capital, personal networks, and emergency responders in post-disaster recovery and resilience:
a study of rural communities in Indiana, Nat. Hazards (2018) 1–30.

[37] A.M. Sadri, S. Hasan, S.V. Ukkusuri, M. Cebrian, Understanding Information Spreading in Social
Media During Hurricane Sandy: User Activity and Network Properties, arXiv preprint arXiv:1706.
03019, 2017.

[38] A.M. Sadri, S. Hasan, S.V. Ukkusuri, M. Cebrian, Crisis communication patterns in social media dur-
ing Hurricane Sandy, Transp. Res. Rec. (2017). https://doi.org/10.1177/0361198118773896.

[39] A.M. Sadri, S. Hasan, S.V. Ukkusuri, J.E.S. Lopez, Analysis of social interaction network properties and
growth on Twitter, Social Network Analysis and Mining 8 (1) (2018) 56.

[40] A.M. Sadri, S. Hasan, S.V. Ukkusuri, Joint Inference of User Community and Interest Patterns in Social
Interaction Networks, arXiv preprint arXiv:1704.01706, 2017.

[41] S. Ukkusuri, X. Zhan, A. Sadri, Q. Ye, Use of social media data to explore crisis informatics: study of
2013 Oklahoma Tornado, Transp. Res. Rec. J. Transp. Res. Board 2459 (2014) 110–118.

[42] N. Park, S. Lee, J.H. Kim, Individuals’ personal network characteristics and patterns of Facebook use: a
social network approach, Comput. Hum. Behav. 28 (5) (2012) 1700–1707.

[43] C. Haythornthwaite, Social networks and internet connectivity effects, Inf. Commun. Soc. 8 (2) (2005)
125–147.

[44] P.V. Marsden, Interviewer effects in measuring network size using a single name generator, Soc.
Networks 25 (1) (2003) 1–16.

[45] J.E. Pustejovsky, J.P. Spillane, Question-order effects in social network name generators, Soc.
Networks 31 (4) (2009) 221–229.

[46] T. Van Tilburg, Interviewer effects in the measurement of personal network size: a nonexperimental
study, Sociol. Methods Res. 26 (3) (1998) 300–328.

[47] S.P. Borgatti, E-NET Software for the Analysis of Ego-Network Data, Analytic Technologies, Needham,
MA, 2006.

[48] K.E. Train, Discrete Choice Methods With Simulation, Cambridge University Press, 2009.

[49] S.P. Washington, M.G. Karlaftis, F. Mannering, Statistical and Econometric Methods for Transporta-
tion Data Analysis, CRC press, 2010.

[50] D. McFadden, Structural analysis of discrete data with econometric applications, in: Econometric
Models of Probabilistic Choice, The MIT Press, Cambridge, MA, 1981, pp. 198–272.

[51] StataCorp, Stata Statistical Software: Release 13, StataCorp LP, College Station, TX, 2013.

http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0170
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0170
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0175
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0175
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0180
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0180
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0185
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0185
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0185
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0190
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0190
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0190
https://doi.org/10.1177/0361198118773896
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf97554
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf97554
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0205
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0205
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0210
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0210
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0215
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0215
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0220
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0220
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0225
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0225
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0230
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0230
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0235
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0235
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0240
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0240
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0245
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0250
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0250
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0255
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0255
http://refhub.elsevier.com/B978-0-12-815458-8.00006-2/rf0260


7
Sentiment Analysis on a Set of Movie
Reviews Using Deep Learning
Techniques
Koyel Chakraborty*, Siddhartha Bhattacharyya†, Rajib Bag*,
Aboul Alla Hassanien‡

*Department of CSE, Supreme Knowledge Foundation Group of Institutions, Mankundu,

India †Department of CA, RCC Institute of Information Technology, Kolkata, India ‡Faculty of

Computers and Information Technology Department, Cairo University, Giza, Egypt
1 Introduction

Sentiment analysis is the area which deals with judgments, responses as well as feelings,

which is generated from texts, being extensively used in fields like data mining, web min-

ing, and social media analytics because sentiments are the most essential characteristics

to judge the human behavior. This particular field is creating ripples in both research and

industrial societies. Sentiments can be positive, negative, or neutral or it can contain an

arithmetical score articulating the effectiveness of the sentiment. Sentiments can be

expressed by calculating the judgment of people on a certain topic, approach, and sensa-

tion toward a unit [1], where a unit can be an occurrence, a theme, or even a character.

Sentiment analysis and opinion mining are used interchangeably in several cases though

there are occurrences where they hold minute dissimilarities among themselves [2].

Sentiment analysis works on discovering opinions, classify the attitude they convey,

and ultimately categorize them division-wise. The reviews are first collected in the pro-

cess, their sentiment recognized, features selected, sentiments classified, and finally sen-

timent polarization determined or calculated. Finding the appropriate dataset is a very

important concernwhile dealing with sentiment analysis. Sentiment analysis can be func-

tional for reviewing products for business, to ascertain the high and lows of stock markets

[3, 4], to understand thementality of people reading news [5], and also views expressed by

people in political debates [6]. Sentiment analysis is done basically because not every

review that is received gives a direct “good” or a “bad” notion. Though sentiment analysis

is very much helpful, the enhancement of the analysis depends on the amount of training

data that has been fed into the machine. Generally there are different ways of classifying

sentiments, the Machine learning approach and the lexicon-based approach being

famous.When theMachine Learning approach is considered, it can be further categorized
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00007-4
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Reviews collected 

Identification of the sentiment 

Feature selection takes place 

Sentiments are classified

Polarity of the sentiment calculated 

FIG. 1 Process of analyzing sentiments of reviews [1].
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into supervised and unsupervised learning. While supervised learning can be defined as

the process of learning from already known data to generate initially a model and further

predict target class for the particular data, unsupervised learning can be defined as the

process of learning from unlabeled to discriminate the provided input data. The process

of sentiment analysis can be depicted through the following flowchart (Fig. 1):

Deep learning is considered to be a major part of Machine Learning which is mainly

supported on methods and actions formalized to gain knowledge about multiple levels

of feature depiction. Learning representations makes it easy to construct classifiers and

predictors. The very latest applications that are being unearthed in the fields of deep learn-

ing are primarily in Automatic Speech Recognition, Image Recognition, Bioinformatics

and also in Big Data Analytics [7], where features of Deep Learning were recognized which

makes an impact on the analysismade in BigData. Inclusion of Deep Learning procedures

and availability of large datasets has made possible a great substantial evolution in the

field of sentiment analysis. Deep learning has a huge advantage as it carries out involun-

tary trait selection hence saving time and manual labor as feature engineering is not

required. Different deep learning architectures like convolution neural networks and

recursive neural networks, deep convolution neural networks, long short-term memory

neural networks and other types of networks have yielded good results and outperformed

numerous characteristic manufacturing techniques. It is anticipated that overcoming the

problem of accessibility of sufficient labeled data and integration of effective deep learn-

ing procedures with sentiment analysis shall create immense improvement in supervised

as well as unsupervised learning.

This chapter is arranged in the following manner: Section 2 visits through the funda-

mentals of deep learning along with the process of training the neural networks, the curse

of dimensionality and understanding the essence of deep learning with the related work
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done until now. Section 3 throws light upon sentiment analysis and its essentials. Section 4

emphasizes on the combinatorial advantages of sentiment analysis using deep learning,

its effects in general and mentioning some of the related works. Section 5 describes the

proposed methodology implemented in this chapter and Section 6 illustrates the dataset

utilized. Reference section concludes the chapter citing the references used for this

purpose.
2 Deep Learning

Deep learning can simply be defined as a learning using neural networks comprising

numerous layers of nodes between the input and the output. All the succession of layers

between the input and the output identifies features and does the required processing in a

series of stages, very much similar to the human brain functioning process. Confusion

may arise in the fact that as the existence of multilayer neural networks was evident for

last 25years why did deep learning all of a sudden create ruckus in the field of machine

learning. The reason is that there always were present excellent algorithms for learning

weights in networks with a solitary hidden stratum, but unfortunately, those were not

sufficient enough to learn weights for networks with multiple hidden layers.

2.1 Learning Neural Networks

Let us examine how neural network weights are actually learned. For the logistic sigmoid

function, say,

f xð Þ¼ 1

1+ e�x

which if being plotted in a graph would be as shown in Fig. 2.
Neural networks are poised of layers of computational components called neurons,

with associations amid the neurons in dissimilar layers. These networks are designated

to convert the data until it can classify an object as an output. Now, if the neural network
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FIG. 2 Graph of the standard logistic sigmoid function [8].
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is to be trained with the above function, sequences of calculations are to be performed

where initially random weights are assigned to each of the connections to the nodes.

The neuron then multiples an initial value by this weight and sums up the result of the

other values which are approaching the same neuron. After this the calculated result is

then attuned by the bias of the neuron, post which the result is normalized with an acti-

vation function as given earlier (Figs. 3 and 4).

The bias regulates the values of the neuron after all the correlations are processed. It is

the duty of the activation function to make certain that the values supplied to the neurons

are within a permissible range. This process is repeated multiple times to make the final

prediction for classification.

Let us consider a small random data set to check how the weights are adjusted while

neural networks are trained. The neural networks considered in the example are of mul-

tiple layers (Fig. 5).

The initial step in training this multilayered neural network is to assign random

weights, after which the training set is presented to the model (Fig. 6).
f(x) 
W3

W2

W1

–0.04 

–1.44 

–2.5 

FIG. 3 Random weights assignment to the connections of a neuron.

f(x) 

2.3 

4.6 

0.002 

–0.04 

–1.44 

–2.5 
x= –0.04 × 2.3 + (–1.44) × 4.6 + (–2.5) × 0.002 = –6.721

FIG. 4 Final summation of the weights that approach a neuron.

Data values            Expected result

1.3   3.7   2.9       0 
3.8   3.7   3.9       1 
5.4   8.8   3.7       1 
4.9   0.6   0.8       0 
etc … 

FIG. 5 Example considering a dataset to train a network.
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FIG. 6 Summing up the weights of the connections of the network.
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Let us consider that after processing, the result yielded is 0.8. But the result that was

expected was 0, hence giving rise to an error of 0.8 between the original expected value

and the calculated value (Fig. 7).

Now, after comparing with the target output, the weights are adjusted based on the

error (Fig. 8).

The identical course is frequented, thousands or perhaps millions of times, at all times

considering arbitrary training instances and making necessary weight amendments.

It is to be kept inmind that numerous layersmake logic, as it is our brains that function

in a similar way. These multiple-layer network architectures must be competent of learn-

ing the accurate essential characteristics and “feature logic,” and therefore simplify things

perfectly (Fig. 9).
3.8   3.7   3.9                        1 
5.4   8.8   3.7                   1 
4.9   0.6   0.8                        0 

1.3   3.7   2.9                        0 
0.8 

0 
Error 0.8 

FIG. 7 Calculating the error after adding up all the weights.

0.8 

0 
Error 0.8 

FIG. 8 Adjusting the weights to reduce error.

FIG. 9 Multiple-layered neural networks.
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The existing weight-learning algorithms did not work on multilayer architectures, the

barrier of which was broken by deep learning, where the method to train multiple-layered

neural networks was by training each layer one by one sequentially. Every the nonoutput

layer is trained to perform as an auto-encoder, being put on to learn the best features that

are received from the preceding layers. The final layer is trained to predict the expected

output on outputs based from the preceding layers. The hidden layers ultimately

turns out to perform as excellent feature detectors. The transitional layers between the

initial and the final layer are each trained to be auto-encoders which behave likewise

(Figs. 10–12).
FIG. 10 The first layer being trained.

FIG. 11 Training the second layer.

FIG. 12 The last layer being trained.
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2.2 Curse of Dimensionality

Training neural networks are hard because the weights of these intermediate layers are

highly interreliant. So in the case of a small tug in any of the connection, an effect is made

not only on the neuron which is being pulled with, but the same propagates to all the neu-

rons in the subsequent layers, hence affecting all the outputs. This is the reason why it is

impossible to attain the finest set of weights by optimizing a single weight at a time, but to

explore the complete space of the potential weight groupings concurrently. From here

came the concept of applying random weights to connections and repeatedly evaluating

the datasets to yield a near-optimum result.

But, how far can this random weight selection perform as in reality the proportion of a

reasonably good set of weights is huge. If we are heading to apply a brute force random

search approach, we need to clarify the estimate to acquire a superior set of weights. Let us

consider an example, in a network where there are 750 input neurons, 20 neurons in a

hidden layer, and 12 neurons in the output layer. Then the number of weights can be cal-

culated as 750�20+20�12¼15,240 weights. This infers that there are 15,240 parameter

dimensions to be considered, if there are biases then adding them to this number means

we might have to make 1015,240 guesses, which turns out to be a humongous number.

This principle exhibited in the case of the example is termed as “the curse of

dimensionality.” However small the dimension we append to the search space, it leads

to an exponential rise in the number of samples. So, methods were to be devised that

would effectively compute these types of problems. One way to do so could be by the

method of linear regression. Liner regression is the job of shaping “a line of best fit” within

a set of data points, but there is also the existence of a far more reliable algorithm which

provides much more flexibility to the neural networks than model functions.

The gradient descent method is one of the paradigm tools to optimize difficult func-

tions iteratively contained in a problem. It can be acquired by figuring out the current state

of the gradient and then take a step down the gradient so that the loss functions are min-

imized. The amount of modification in the parameters is guessed so that the error is

reduced to the minimum, and this process is repeated until a satisfactory point is found.

2.3 Essence of Deep Learning

Deep learning essentially breaks an intricate job into straightforward, conceptual tasks at

a hefty scale. For example, if we are to identify visually a square out of a set of quadrilat-

erals; let us plan on how to recognize the same from a set of shapes (Fig. 13).

The foremost task of our eyes will be to search for the figure where there are four equal

lines associated. Then, might be the angles, the congruency of the sides as well as diag-

onals will be checked for. Hence, the complex job of picking out a square from a set of

quadrilaterals is decomposed into small abstract tasks. Deep learning does this identical

thing but at a generously proportioned scale. If the case of a creature recognizer machine

learning problem is to be considered, where the system has to identify whether the pro-

vided image is that of a cow or a tiger, the most typical method of solving this would be to
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FIG. 13 Set of quadrilaterals.
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define characteristics like whiskers or pointed ears being present on the images of the ani-

mal. Particularly, we identify the facial description and let the system make out which of

the traits are most apt to categorize a particular animal. Deep learningmakes the winning

stroke in cases like these by automatically unearthing features which are important for

classification. Deep learning would first spot the pertinent edges to identify a cow or a

tiger, and taking the clue would build a hierarchy to search all possible combinations

of shapes and edges that could be made, and based on the amalgamation of the series

of identification of features, would then designate the feature responsible for making

the final prediction.

One of the very important differences between machine learning and deep learning is

their performance with data. Deep learning algorithms perform better with large amounts

of data, as it is required to understand the features perfectly. On the other hand, traditional

machine learning algorithms scale up to a level with the data provided, after which they

act the same and remain at a constant level. Requirement of sophisticated machines is

another aspect in which both machine learning and deep learning differ. While machine

learning algorithms canwork well on low-endmachines, deep learning algorithms require

a lot of intrinsic matrix multiplications for their functioning and hence are highly depen-

dent on high-endmachineries. Referring to learning or identifying of features, deep learn-

ing has taken a major leap from the traditional machine learning algorithms in a way that

it works by learning features from the data, while machine learning algorithms consume

most of the time and proficiency in identifying appropriate features and coding them

accordingly. Hence, deep learning diminishes the chore of developing new trait detectors

for each problem. Even while solving problems, machine learning algorithms break down

the entire problem into varied segments, solve them, and amalgamate to yield the final

result. Deep learning though would solve the same problem after completing the entire

task at a go. For example, if an image was provided, where multiple objects were to be

detected, the task is to identify the multiple objects present in the image along with its

location. Machine learning approach of solving this problem would be to first detect

and then recognize the image, whereas, if the image would be passed through a specific
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deep learning algorithm, the name and the location of the object together would come out

as the result. Generally, it has been observed that deep learning algorithm takes longer to

train as various parameters are associated with it, but takes less time to test data when

compared on the basis of execution time of machine learning algorithms. When it comes

to interpreting the results that have been yielded out of the deep learning and machine

learning algorithms, the former outperforms the later, no doubt, but while traversing

the actual reason behind the result cannot be tracked and hence failure in inferring the

results is observed. Butmachine learning algorithms give the user precise reasons on their

validation of giving a certain result and hence often secure its position in the industry.

2.4 Convolution Neural Networks

Convolutionneural networkmodel or CNNis one of themost popularmodels used for nat-

ural language processing. The most important advantage that this model carries is that it

can mechanically detect significant characteristics by itself. CNN also proves to be profi-

cient in calculations as well. They can be executed in any machine and bear the speciality

of using special convolution and pooling operations. The term convolution represents the

mathematical functionality of unificationof two information sets.CNNmaintains thenon-

linearity feature as should be in an effective neural network. Pooling is used to reduce the

dimensionality by dropping the amount of factors and hence shortening the time taken for

execution. CNN is trained using backpropagation with gradient descent. There are two

parts in the CNN model, namely, mining of features and categorizing them accordingly,

and the convolution layers act as the major motivating force of the CNN model.
3 Sentiment Analysis

Sentiments can be referred to as feelings. Our approach, sensation, and judgment on a

certain response or a certain event can be referred to as sentiments (Fig. 14). Sentiments

cannot be quantified as particulars as they are personal imitations. In case of opinions,

twofold theories are considered, like against/for, good/bad, etc. Semantic orientation

and polarity are generally considered as sentiment analysis jargons. Sentiment analysis

can be defined as themethods used to extort, recognize, or distinguish the sentiment sub-

stance of a manuscript. Opinions can be excavated as well as hauled out in sentiment

analysis.

One of the chief widespread interests of civilization has been in unrestricted judgment.

It is a fashion to take onboard the crowd analysis on the recognition or refutation on a

condition, produce, or a measure. Sentiment analysis, a task of natural language proces-

sing, automatically discovers features communicated by any type of text [9]. With the cur-

rent outburst of budding social media trends, opinions are continually being congregated

and are also pursued by individuals for their own interests through the social networks,

blogs, and tweets. Companies exploit these opinions to survey and appraise customer

gratification, partiality, and merchandize reviews.
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FIG. 14 Sentiments.
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Sentiments may pour in through questions like whether the manufactured goods

review was optimistic or pessimistic, whether a customer email is contented or disap-

pointed, how is the mass reacting to a newly released advertisement campaign or how

has the attitude of the bloggers’ changed since the release of a statement by some celebrity.

Other than this, information can be unearthed; judgment-related queries can be

responded to; and summarization against several perspectives can be accomplished

through sentiment analysis. Social and ethical woks such as ascertaining content appro-

priate for kids based on remarks, detection of partiality in news broadcast resources, and

classifying unsuitable substance can bemade out with sentiment analysis. From the point

of view of a businessman, he/she may apply sentiment analysis to track the question as to

why clients are not being fascinated in their product and hence can clear out the ambi-

guities or themisconceptions prevailing against that particular product or brand. Keeping

in mind that it is nearly impossible to find the number of people who have opted for

another company for the same product, it is advisable to explore for web-based judgments

and reviews of the clients who by now have bought and used the product. On the basis of

these, subsequent and necessary changes can be incorporated into the product to

increase sales. Not only that sentiment analysis have been used in collecting opinions

or sentiments against products, it also has a diversified use of being implemented in polit-

ical opinions, law, sociology, and psychology. With the wavering political scenario that is

faced nowadays, assessment of the outlook of the supporters, debate on the policies of the

parties is of concern, which can be handled with the help of sentiment analysis. Consid-

ering sociology, thought proliferation throughout clusters is a significant conception, as

opinions to facts are pertinent to the acceptance of novel ideas and analyzing response

can give a notion of this procedure [10]. Overall, considering the fact that human beings
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are prejudiced creatures, being able to cooperate with people after exploring their senti-

ments has many rewards for information systems.

3.1 Challenges Faced While Analyzing Sentiments

If the challenges of sentiment analysis are to be well thought of, the foremost thing that is

to be kept in mind is the fact that human beings favor giving multifaceted judgments,

where the lexical substance can itself be deceiving. Dealing with cynicism, mockery,

and repercussions is a big issue in the field of sentiment analysis. While dealing with

the opinions, variations inmatter or reversals within the wordings is also to be considered.

The categorization factor is also of importance in terms of analyzing, for example, we can

grade the consumers or the text itself, or the sentences along with paragraphs, or the pre-

set adjective expressions, or even single words or a single comment. Short phrases, for

example, can serve as building blocks of sentiment analysis. Phrases like “highest prices”

and “lowest quality” brings out the actual essence of the sentiment present in a text, so a

method should be devised before advancing toward sorting. If we consider that there is

some connection between equal polarity words and reviews, a set of keywords might

be favorable enough to identify polarity. Other than human-generated keyword lists, there

is existence of information-driven methods as well which yield better lists than those of

humans, but unigram means can give up to 80% accuracy while listing keywords. One of

the popular ways to address sentiments is by analyzing smileys or emoticons in tweets or

texts (Fig. 15).

Smileys have the advantage that they have very short texts associated with them, hence

the overhead is low and sentiments can be expressed very precisely with these emoticons.

Sentiment research-related datasets are verymuch domain sensitive and at the same time

it is complicated to accumulate or construct them. Pang and Lee provides reviewedmovie

datasets, scaled sentiment datasets as well as subjectivity datasets [11]. If datasets for sen-

timent analysis is to be created, both self-annotated and hand-annotated data have to be

used. While the former has built in labeling by the creator, the latter has annotated data

autonomous of the creator resulting in the process to be more laborious and varies on
Emoticons

FIG. 15 Emojis or smileys.
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reliability. It has been observed that to extract the sentiment of a phrase, the best possible

technique is to assign a real number measure and categorize as affirmative or negative

sentiment of that phrase. From here rose the concept of polarity, which is a dual value,

either representing positive or negative sentiment of the phrase, in which Pos and Neg

categories are used to categorize the relevant words [12]. Another way of extracting sen-

timents from words is by using the Wordnet, where similar meaning words are grouped in

synsets, and the relationship between words were found out. Even, polarity identification

was combined with WordNet [13], where a set of similar adjectives of identified orienta-

tion is started with. To find out the proximity of unknown adjectives, synonymy or anton-

ymy is used to group them. Labeling is done based on the familiarity to positive or negative

words. Ultimately, latest labeledwords are added to the set. Then to uncover the polarity of

a sentence, judgment-based sentences which contain the predefined set of adjectives are

extorted. At the end, the sentences are evaluated based on the number of positive or neg-

ative word counts. This experiment reveals high accuracy results, and it is done quickly,

with no training data being necessary.
4 Related Works

As mentioned earlier an effective machine learning algorithm accounts its credit due to

superior feature learning capability. Depiction of data or features should be such that it

assists extraction of information to build proper predictors [14]. Deep learning surfaced

to surmount the dilemma of gradient descent so that training architectures were possible

by gripping data with immense nonlinear hierarchical mannerism layers. Deep networks

can be visualized as an assemblage to ascertain characteristics using a number of stages of

irregular procedures where the order of attribute production at the highest stage starts

from the subordinate stage [15]. Deep learning should bestow its accomplishment for hav-

ing subsequent massive quantity of training data, authoritative computational infrastruc-

ture, and progress in academia.

Sentiment analysis is performing one of the most important roles in almost all social

media. It has been a general trend that people depend on opinion given by people for the

smallest of decisions. So, for the same, they have become extremely dependent on opinion

specified by individuals as a response or a review or a blog. Based on themass assumption

of a situation, be it affirmative or negative or impartial, people blindly follow them. Adding

to this present scenario, there aremany sentiment analysis engines that are used for opin-

ion collection intentions. Sentiment analysis not only extracts the intention of the text but

has far more functionalities like offering an idea on businesses, by providing instant feed-

back on materials, and by calculating the outcome of social media marketing strategies

applied on the products [16]. Similarly, the same has been applied to many fields which

directly engross public voice. It is to be kept inmind that sentiment analysis does not only

deal with extracting the sentiment of an entire document, as generally for example, in a

movie review, the reviewer does not restrict his/her opinion against only one particular

facet of the movie. Instead, it might vary from the script, to the acting, to the direction,
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to the sound, to the feel, or even the vibe. Hence, an effective review would be that which

considersmaximumpossible features. It is not that only positive or negative review should

be considered, but that it stretches far into neutral or sarcastic sentiments as well. Ana-

lyzing the sentiment on the coarse level is necessary so that each sentiment connects

to the feature which it supports. Analysis is based on the flavor of the expression being

positive, negative, or neutral [17], or on the foundation of stances, that is, pros and cons

[18], or by identifying the target, that is, whether it is a product or a measure [13], or it

might be the owner of an opinion [19]. Analysis is also done on effects [20] or by determin-

ing the feature of the target that people like or dislike [21]. Depending on the application, it

is to be remembered that more refinements can be done on the analyzing criteria.

Document level, sentence level, entity, and access levels are the general classifications

of sentiment analysis techniques [22].

Of late, deep learning algorithms are showing excellent performance in normal lan-

guage processing applications counting sentiment analysis through several datasets

[23]. These models can easily detect complicated features by themselves. Considering

the single components of neural networks might appear to be straightforward, hoarding

nonlinear components consecutively can fabricate models which will be competent to

become skilled in exceedingly complicated judgment margins. The attribute mining is

hence allotted to neural networks [24]. So, it becomes suitable for these models to plot

words with the same semantic and syntactic properties so that it is suggestive of accepting

the implication of the terms. Recursive neural networks can efficiently value the construc-

tion of the sentences [25], which puts together deep learning models as an ideal fit for a

mission like that of reaction study or sentiment analysis. Studies clearly suggest that sen-

timent analysis is playing a major role in verdict making. An April 2013 analysis depicts

that around 90% of decisions taken for various commodities have been influenced by

online reviews [26]. So polarity, [17], attitude [18], identification [13], whether being a pos-

sessor of an opinion [19], or effects [20] can easily be utilized to analyze the sentiment of a

text or document. Three sentiment analysis types have been branded, namely, document

level, sentence level, and entity and aspect level as cited in Ref. [22].

Natural language processing is profoundly associated with sentiment analysis. To keep

intact the association of the client, it becomes essential for the company to accurately be

aware of the judgment expressed by the client [27,28]. Similarly, by analyzing the product

review the prospect of the manufactured goods can be estimated or predicted. This same

thing is applied for observations available in social media, for a picture, promotion, or a

movie. Studies as mentioned in Ref. [29], clearly illustrate the brunt of tweets on suscep-

tible grounds likemarket prediction. Sentiment analysis also plays a significant position in

stockmarkets. Hybridization of genetic algorithms and support vector machines has been

implemented to achieve efficiency in these cases.

Research of sentiments in the field of blogging is emerging very quickly. With the abun-

dance of internet facilities pumped up by the advancement in technology, there has been a

rapid rise in the number of bloggers which leads to a humongous amount of unformatted,

massive, and inaccurate text formats. To overcome all such discrepancies, sentiment
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analysis is used. Multidimensional feature mining is considered to be the most vital com-

ponent of sentiment analysis. Words in sentiment analysis are categorized by virtue of

semantic orientation. Semantic orientation provides excellent help in accumulating

reviews, and always refers to the strength of the words in addition to predict the sentiment

of a text. Semantic orientation involves adjectives, phrases, words, texts, adverbs, verbs,

and noun.
5 The Proposed Methodology

This chapter has been implemented using Mikolov et al.’s word2vec model and doc2vec

model. The word2vecmodel was introduced to discover dispersed representations in neu-

ral networks. It works on the theory that adjacent words are likely to have analogous

meanings. There are two main forms of training methods available, Continuous Bag-

of-Words (CBOW) and Skip-Gram model. While CBOW uses a bag of words to predict

the target word, Skip-Gram does the opposite by using a particular word to predict its

neighbors (Figs. 16 and 17). After this, similar types of words can be clustered within a

huge corpus of words.

The CBOWmodel checks within a set of relevant words provided, that what should be

the near similar meaning word that is likely to be present at the same place. Skip-Gram

model, on the other hand, checks that based on a word provided, what should be the other

relevant words that should appear in its immediacy. The former model works well on

syntactic representations, while the latter performs better for semantic representations.

Both the models overcame the disadvantage of the bi-gram model of including both

the preceding and subsequent words.

Similarly, there are two models in Doc2Vec, the Distributed Bag-of-Words model and

the Distributed Memory model (Figs. 18 and 19). The Distributed Bag-of-Words model
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FIG. 16 CBOW architecture where target words are foretold from source words.
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FIG. 18 Distributed Bag-of-Words architecture.
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trains faster and disregards the order of the words; it predicts a random group of words in a

paragraph based on the provided paragraph vector. In the DistributedMemorymodel, the

paragraph is treated as an extra word, which is then averaged with the local relevant

word vectors and predictions are made, that is, it predicts a word based on the provided

words and a paragraph vector. This method however incurs additional calculation and

complication.
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wi wi+1 wi+2
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Paragraph matrix

Paragraph_id Actions

X
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FIG. 19 Distributed Memory Model of paragraph vectors.
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The entire method portrayed in this chapter has been executed in python language.

Unlabeled training data set has been occupied as the input, on which data cleaning

and text processing were done. This preprocessing concerned elimination of all HTML

tags and punctuations by “Beautiful Soup” Python Library, replacing figures and acquain-

tances by tags and finally eliminating stopwords. Stopwords are frequently used words

that have been programmed to be uncared for, as they might redundantly take up space

in the database and also eat the preprocessing time. Natural Language Toolkit in Python

has a list of stopwords stored in 16 dissimilar languages. After this, the unprocessed

reviews are transformed to a string of words. The reviews are then collected, cleaned,

and parsed. Eventually the chief characteristics are mined.

Word2Vec takes as input words and its prime work is to stir up vectors from those

words. These are required to bring out similar words, where it shows that the words

“man” and “woman” are more or less similar to “king” and “queen,” further establishing

the relationship that “man is to woman what king is to queen.” This method is hailed as

word embedding. Doc2Vec enhances these representations by demonstrating complete

sentences as well as documents. For execution of the program, gensim, numpy, and

sklearn have been used. The classifier used for the best performance is the Logistic Regres-

sion Classifier. While Word2Vec translates a word to a vector, Doc2Vec does that and also

combines every word of a sentence together into a vector. The model is then built and

trained accordingly. As training themodel requires time, it is saved and can be loaded into

for further use. The model is then checked for results as when we analyze sentiments, the

results ought to be checked. Next for classifying the sentiments, the vectors are used to

train a classifier. The classifier is trained using the training data and the accuracy is

obtained. For example, “doesnt_match” function can be used to find out the odd word

out from a group of words:
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>>> model.doesnt_match("man woman child kitchen".split())

’kitchen’

Hence, the word kitchen is understood to be the odd one out of the other words in the

group. The “most_similar” function helps us achieve all the words under a cluster:

>>> model.most_similar("man")

[(u’woman’, 0.6056041121482849), (u’guy’, 0.4935004413127899), (u’boy’,

0.48933547735214233), (u’men’, 0.4632953703403473), (u’person’,

0.45742249488830566), (u’lady’, 0.4487500488758087), (u’himself ’,

0.4288588762283325), (u’girl’, 0.4166809320449829), (u’his’, 0.3853422999382019),

(u’he’, 0.38293731212615967)]>>> model.most_similar("man")[(u’woman’,

0.6056041121482849), (u’guy’, 0.4935004413127899), (u’boy’, 0.48933547735214233),

(u’men’, 0.4632953703403473), (u’person’, 0.45742249488830566), (u’lady’,

0.4487500488758087), (u’himself ’, 0.4288588762283325), (u’girl’, 0.4166809320449829),

(u’his’, 0.3853422999382019), (u’he’, 0.38293731212615967)]

The process described above is illustrated in the form of a flowchart (see Fig. 20):

5.1 Movie Reviews Used

This work has been executed using a labeled dataset that encompasses 50,000 IMDB

reviews ofmovies, predominantly chosen to analyze sentiments. Amaximumof 30 reviews

are allowed. The dataset has an equal number of positive and negative reviews. Separate

datasets have been used as there is no guarantee that themodel performs the same in both

known and unknown data. Sentiments have been articulated in the binary format, that is,
Unlabeled data is
taken as INPUT 

Data cleaning and text
processing 

Raw reviews converted to string of
words, after which they are collected 

Features are 

Supervised learning applied on the numeric
training features, using a classifier in the  

MODEL trained and saved

The model is then tested for results 

FIG. 20 The proposed methodology represented in a flowchart.
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the value 0 is assigned as a sentiment score if the IMDB rating is less than 5, and 1 if

the IMDB rating is greater than or equal to 7. The utmost number of reviews for each

movie is notmore than 30. It has been checked that there is no presence of any of the same

movies in the 25,000 review labeled training set and in the 25,000 review test set. Other

than this, 50,000 IMDB reviews have also been made available which are not rated with

any labels.

5.1.1 File Descriptions
1. labeledTrainData—This is a tab-delimited file which contains the labeled training set.

There is a header row along with 25,000 rows comprising an id, sentiment and text for

an individual review.

2. testData—This tab-delimited file contains the test set, whose sentiment is to be

predicted. There is a header row along with 25,000 rows having an id and test for an

individual review.

3. unlabeledTrainData—This is an additional training set which are not labeled. The file

is tab-delimited containing a header row along with 50,000 rows of an id associated

with a text for each review.

5.1.2 Data Fields
id depicting the exclusive ID of each review.

sentiment demonstrating the review sentiment; 1 signifies a positive review and 0 a

negative one.

review is to designate the text of the review.
6 Results and Discussion

In all, 300-dimensional space, 40minimumwords and 10words in context have been used

as features to train theWord2vecmodel. These categories of vector demonstrations call for

a lot of advantages. It makes it easy to increase the concept of space, and distance between

words can be found out as well as discovery of semantic alike words as illustrated in

Table 1. “Gensim” [30] Python library has been used, which takes as input a bulky dataset

for training.

Clustering has been done using K-means algorithm using built in “cython” [31] pack-

age. K-means is a sort of unsupervised learning, which is used for data without fixed class.

The main aim of this clustering method is to search for clusters within the data, and the

number of cluster being denoted by K. This method works in a repetitive manner to allot

each data point to any of the K groups based on the given features. Data points are

grouped based on the similarity of characteristics. The results include the centroids of

the clusters, which can be further utilized to label the latest data along with labels which

signify the data points allocated to a sole cluster. To yield accurate classification, the Logis-

tic Regression Classifier has been used.

While utilizing Doc2Vec to explore the reviews, it is first trained on the unlabeled

reviews. Then the process followed in the Word2Vec has been followed using DBOW



Table 1 Semantic Words Analogous to “Man” as Resulted in Word2Vec Model

Words Number of Trees Measures

Woman 50 0.6236

Guy 0.5179

Men 0.5253

Person 0.5180

Lady 0.5848

Woman 200 0.6345

Guy 0.5110

Men 0.5101

Person 0.5074

Lady 0.5988

Woman 500 0.6374

Guy 0.5236

Men 0.5213

Person 0.5102

Lady 0.5960
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and DM vectors by joining them. Ultimately, the classifier is used over the review vectors.

This work verifying the different techniques of deep learning being implemented for sen-

timent analysis shows minor improvements in the classification as the Bag-of-Words

model results in 0.81 classification accuracy; Word2Vec gives 0.83; and Doc2Vec provides

0.91 classification accuracy. The Doc2Vec model clearly outperforms the other two exist-

ing models on the IMDB movie reviews.
7 Discussions and Conclusion

All the above-mentioned methods behave diversely and required dissimilar implementa-

tion time for training. But there lies similarity in the fact that all of themmaps text material

into vectors to further classify them. Semantic analysis is more to be exposed, so that more

necessary information is dug up. Achieving more accuracy by implementing state-of-

the-art techniques are to be tested and aimed for. Punctuations, varied symbols, and

emotions reflecting smileys should be taken into account for further enhancement of the

accuracies. Also, different types of classifiers must be applied on the data sets to augment

the classification.

This chapter shows the execution of a deep learning technique on Word2vec and the

Doc2vec model. Other than these, assorted classifiers can be used other than the one

already stated above and can be judged if the optimum classifier could be found out

for these types of purposes. It ought to be declared that tactical use of other clustering

algorithms like DBScan, Fuzzy-C-Means, etc. can be used on this on handmodel.Methods

remain to be investigated regarding Sarcasm Detection and Question Identification is to

be enhanced. Last but not the least lot of testing can be implied in the trait choice proce-

durewhich can be expected to bring in loads of fresh scope to deep learning approaches in

sentiment analysis. The authors are currently engaged in this direction.
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1 Introduction

Air transport is one of the fastest modes of public transport which connects international

boundaries. Air transport allows people from different countries to cross international

boundaries and travel other countries for personal, business, medical, and tourism pur-

poses. Although, air transport provides the fastest means by saving the time of journey,

another aspect of air transport is the facilities and comfort level of the passengers.

There are lots of air transport companies such as Air India, Indigo airlines, Aeroflot, etc.

Nowadays, there is a competitive environment among the airline industries. Every com-

pany is providing a variety of facilities to attract the passengers. The only motive is to

improve their profit. Few years back, it was difficult to identify the needs and desires of

passengers. But with the advancement of social media like Facebook, Twitter, etc., passen-

gers are sharing their views on different types of airline facilities during their travel on

social media platforms. This sharing of information plays a huge role to increase the

competitiveness among the airline industries. It also provides a chance to improve their

services and facilities for the travelers worldwide.

But the fact is how to analyze the need and important requirements of travelers just

with the information they shared on social media. The millions of travelers traveling in

the airlines and sharing their views on social media generate a huge amount of data. In

this study, we use a dataset of different tweets. Tweet is a name given to the information

sharing on Twitter platform. Twitter is the one of the most preferable information sharing

platforms for all travelers. Wherever a traveler goes, whatever he does, he just tweets his

view about his activity and experiences on Twitter.
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00008-6
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Sentiment is another name for the view and opinion that is held or expressed. The sen-

timent may represent a feeling of joy, happiness, sadness, or sometimes anger. And this is

what travelers’ tweets about on Twitter. Every journey on airlines can bring either pleasure

or discomfort during travel for any passenger. If the traveler is not happy with the services,

his tweet represents a sentiment of discomfort. If he is fully satisfied with the services, he

will show a feeling of happiness in his tweet. The British airways further took it seriously

and resolved the issues of the respective traveler.

Therefore, tweets do not only allow the airlines to sort out the problems of individual

passengers but also help them to improve their services. The one or two people are just

exceptions. The important thing to be concerned is the opinion of majority of travelers.

To understand the psychology and opinion of the majority of travelers from all around

the world, we must look into everyone’s view, which is a rather impossible job. As millions

of people are traveling daily from one place to another and tweeting about their journey

experience, it creates a huge database of tweets. Therefore, it is important to use a tech-

nique which has the power to analyze such a huge data of tweets.

Here themachine learning role comes into existence.Machine learning is a set of tech-

niques such as classification, clustering, association rule mining, and anomaly detection.

These techniques are very much powerful and have been widely used in different appli-

cations. In this chapter, we are using machine learning techniques for sentiment analysis

of airline tweets data. The rest of the part is organized as follows: Section 2 introduces the

literature survey which consists of different important related work and their achieve-

ments. Section 3 covers the concept and architecture and Section 4 covers an overview

of the techniques being used in this work. In Section 5, we discuss about the experiments

and their results which is followed by the conclusion in last section [1–20].
2 Literature Survey

Nowadays, Companies are trying harder than before to bring the customers close to them

to improve customer satisfaction as well as to improve the revenue, productivity, and

innovation, by using real-time communications, such as instant messaging, connecting

through microblogging sites. Customers use these means of communication to express

their views and opinions. Hence, in the era of connected world, these views and opinions

are very important as users can share their opinion on available plethora ofmicroblogging

sites, which would have a direct impact on the brand values of the companies. The author

Kusen et al. have shown that the direct correlation between the winner of 2016 Austrian

presidential elections and his popularity and influence on Twitter than his opponent [21].

Tiwari et al. utilized supervised machine learning methods such as support vector

machine (SVM), maximum entropy (ME), naive Bayes (NB) to classify movie review data-

set (Rotten Tomatoes movie dataset) because these methodologies gave better accuracy

and n-gram approach was utilized. It was found that accuracy of classifiers start decreas-

ing when increasing the value of “n.” It was found that for n¼1, 2, 3 accuracy was increas-

ing but it starts decreasing when n >4 [22].
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Nowadays social media is considered the backbone of a democratic country. Most of

the democratic countries use social media for representation of their own views, thinking,

and sentiments. Twitter is one the most important platforms to share one’s own views in

front of the whole world. That is why most of the industries use twitter-based sentiment

analyses to find the quality of any products, not only the quality of a product but also

check the quality of services and hospitality. For the improvement of performance in

the aviation industry, sentiment analysis plays a vital role. In the last decade, there are dif-

ferent organizations that focus on sentiment analysis of client reviews and comments on

the socialmedia. In this, the survey part discusses the different sentiment analysismethod

used in the 5years. These methods provide help to understand the different sentiment

analysis processes. In 2012, Gr€abner et al. in this research work, the researcher proposed

a lexicon-based way to deal with client audits in the tourism sector. Specialists have

thought about on opinion examination. This anticipated a dictionary-based way to deal

with order customer audits inside the business space. The proposed model provided a

high precision and recall and demonstrated a good progress in the customer audit inside

the business space. Especially, the three target variables are used (i.e., good, neutral, and

bad) which is very common to describe the target variables, from the obtained results,

positive and negative sentiment have high precision. At long last, the examination under-

pins the meaning of future investigation styles and improvement objectives to upgrade

the execution of customer classifiers upheld conclusion esteems. In extra detail, such

upgrades are portrayed beneath: first, the examples taken from the corpus affirm the stan-

dard of the vocabulary. The examination of arrangement comes about and furthermore

the extent of the vocabularies demonstrate that expanding the example estimate influ-

ences the specific vocabulary utilized for customer surveys. This can be substantiated

by the undeniable reality that customer surveys are somewhat short archives [23].

Continuing this work in 2013, Yiming Zhao [23a] presented test sentiment analysis in

social networks. In this analysis the authors focus on the Chinese microblog data analysis.

There are three different optimizations applied in the dataset, the first one is the data

structure optimization, second is query strategy optimization, and the final is the parallel

optimization performed [24].

There are many enhancements required in this work like the autolearning process. For

the improvement of this work Adeborna et al., in 2014, proposed an improvement in the

previous work that is the sentiment topic recognition (STR) method for airline query rat-

ing. The structure of this present work consists of different stages: the first step is data

preparation—in this step create a database of social sites that is based on the collection

of the related web comments discussing a particular subject (e.g., AirTran) from the

tweets. After that apply lexicon includes around 6800 seed adjectives with best-known ori-

entation of 2006 positive and 4783 negative words.Within the next step, apply Naı̈ve Bayes

algorithmic program for our sentiment analysis. Finally every sentiment extracted by the

approach has some underlying topic(s) and provides an overall information and scope of

the various client sentiments [25].
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As progress in research works, further improvement in this field of research work by

Yun Wan et al., in 2015 which compares the different classification techniques of senti-

ment analysis on the basis of Precision Recall F-measure Lexicon-based methods. The

methods are Naı̈ve Bayesian, Bayesian Network, SVM, C45, Decision Tree, and Random

Forest Ensemble. These past work looks at numerous totally changed antiquated order

ways and chooses the chief right individual characterization philosophy to execute sen-

timent grouping. For the aircraft administrations area, the sentiment classification accu-

racy is sufficiently high to actualize customer fulfillment examination. This approach is

appropriate for the aircraft partnerships to examine the twitter data concerning their

administrations [26].

After this Zhang et al. presents a framework for estimating client satisfaction. This

vital work demonstrates the framework via taking the case of six American airlines.

The analysis of the result obtained by framework will offer nice valuable insight for firms

to enhance their services and to facilitate or deepen the macromanagement of the key-

note of the longer-term development. This is also an alert for all firms to enhance their

service quality, so will be additional competitive within the market. And moreover this

sort of a small counseled system may facilitate customers notice a decent compromise

in terms of varied aspects reckoning on the customers’demands and create appropriate

selection that is an additional cost-benefit and may create them to feel additionally

satisfied [24].

Further enhancement of this work by Pandey et al. presents twitter sentiment exami-

nation by hybrid cuckoo searchmethod. During this analysis article, a unique hybrid clus-

tering technique has been acquainted which inquire about the sentiments of tweets

exploitation K-means clustering method. The result of the examination has been con-

trasted and ICS, GCS, PSO, DE, SVM, and NB. From the experimental and related results,

the performance of the current model has been improved. Be that as it may, the arranged

system demonstrates higher precision when contrasted with existing routes, change in

exactness keeps on being wanted. Hence, more work can grasp to investigate the proba-

bilities of precision change by presenting some component decision strategy and applying

very surprising variations of change ways [27].
3 Concept and Architecture of Sentiment Analysis

In this section, we describe the proposed concept and architecture of sentiment analysis

and the components which are designed in Fig. 1.

Opinion mining or sentiment analysis approach to the utilization of text analysis, nat-

ural language processing, biometric and computational linguistic to retrieve, identify, and

quantify hidden information comprehensively.

First from the dataset, which was in the raw format, several features are selected which

were informative and extracted informative features. We divided the extracted features

into two subsets (data frame and document term matrix) that we could make cloud of



FIG. 1 The proposed sentiment analysis architecture.
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words which could provide better visualization of words from the data frame; and we

could apply association rule mining and clustering on the document term matrix to get

association of words.

3.1 Description of Dataset

This dataset we used for our evaluation is about US Airlines and the passenger tweets.

There were several features available like tweets id, airline sentiment, negative reason, air-

line, airline sentiment gold, negative reason gold, re-tweet count, tweet location, tweet

time zone, etc. but we selected some features and especially the text features where pas-

senger tweets were available. There are some features like airline sentiments (positive,

negative), airlines, negative reasons which were useful for further analysis.
4 Proposed Methodologies

This section explains about the machine learning techniques used to analyze the twitter

data set. In this study, BIRCH clustering and Association rulemining are used for the anal-

ysis of data. Both the techniques have been defined as follows:

4.1 BIRCH Clustering (Balanced Iterative Reducing and Clustering Using
Hierarchies)

Clustering mechanism is used to group a set of similar objects based on their attributes

and proximity in the vector space. All clustering algorithms generally fall under one of

the following approaches: (1) partitioning approach, such as K-means; (2) hierarchical

approach, such as BIRCH, ROCK and (3) density-based approach, such as DBSCAN.



154 SOCIAL NETWORK ANALYTICS
In this work, we use BIRCH which is a hierarchical clustering approach; and it clusters

the data points by efficiently handling noisy data points, that is, the data points that do not

follow the underlying pattern.

BIRCH is a popular hierarchical clustering approach that falls into the category of

unsupervised classification. This clustering technique is somewhat different over other

hierarchical clustering techniques as it is particularly useful for large metric datasets.

Other hierarchical clustering approaches usually have problems with comparatively large

datasets, which are difficult to be adjusted into the main memory. As twitter dataset is

large in size BIRCH has been chosen for analysis in this study.

The functionality of BIRCH is explained as follows:
n n n
Input: Set of real-valued vectors with N data points.
Output: Clusters data points.

Procedure: The BIRCH algorithms work in four phases:

1. Phase 1 creates a CF (clustering feature) tree from a set of data points. This tree is a height-

balanced tree

2. In Phase 2, the algorithm traverse all the leaf node entries in the initial CF tree and then

rebuilds a new CF tree which is the optimized version of the initial CF tree

3. In Phase 3, AGNES (agglomerative hierarchical clustering algorithm) is applied to the

subclusters, which are represented by respective CF vectors

4. The result of phase 3 is a set of clusters which captures the major distribution pattern in the

dataset. However, some minor and localized inaccuracies may exist.

5. Phase 4 is an optional step which can be used to remove some outliers and minor localized

inaccuracies. It can be used as a refinement for phase 3 results. The output of phase 3 will be

the refined version of phase 3 clusters.

n n n

4.2 Association Rule Mining

After the clustering is done, association rule learning is applied to find interesting relations

between the clustered elements. Association rule mining is a machine learning approach

based on finding the association between variables in large datasets. In association rule

mining, minimum support threshold is first applied to find the frequent elements; and

then a minimum confidence constraint is used on the frequent elements to formulate

the rules [28].

The associativity of two attributes of crashes is dictated by the recurrence of their event

together in the informational collection. A runX!Ydemonstrates that ifXhappens then Y

will likewise happen.

Given a datasetD of n exchanges where every exchange T 2 D. Let I¼ {I1, I2,… In} is an

arrangement of things. A thing set X will happen in T if and just if X�T. X!Y is and affil-

iation manage, given that X� I, Y� I and X \ Y¼Ø.
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Agrawal and Srikant proposed a calculation known as a priori calculation to discover

the affiliation rules from substantial datasets. The pseudocode for customary affiliation

administer digging calculation for incessant item set era is as per the following:

AK ¼ {recurrence item set of K size}

BK¼ {Candidate item set of K size}

C1¼ {recurrence 1 item set}

While (AK-1 6¼ Φ) then

BK+1¼candidate produced from AK

For every transaction t E D do

Augment the counts of candidate in BK+1 that also hold in t

AK+1¼ candidates in BK+1 with the lowest aid

K¼K+1;

Return UKAK

4.2.1 Interestingness Computation
An association rule is considered as a solid control if it fulfills the base limit criteria, that is,

support and confidence. A base bolster S of a control X!Y shows that in x% of all

exchanges X and Y together happens and it can be figured utilizing Eq. (1); though a cer-

tainty c of a decide shows that in c% of all exchange when A happens then B additionally

happens and it can be ascertained utilizing Eq. (2). Lift is another intriguing quality mea-

sure of manage, which can be computed utilizing Eq. (3). An esteem more noteworthy

than 1 for the lift measures depicts that the presence of A and B together is more than

expected though an esteem lower than 1 demonstrates invert of the idea. So a control

is considered as solid on the off chance that it has an esteem more noteworthy than 1

for the lift parameter.

Furthermore, an association rule is created from the successive item sets and solid

principles in light of Interestingness computation are taken for the examination:

Support¼P X\Yð Þ (1)

Confidence¼P XjYð Þ¼P X \Yð Þ
P Xð Þ (2)

Lift¼ P X \Yð Þ
P Xð ÞP Yð Þ (3)

5 Result and Discussion

Several feature extraction techniques have been used like removing stopwords, transform

to lower case, remove punctuations, and remove white spaces. During the data preproces-

sing step, all tweets had tag like starting from @ and the airline name which was demon-

strating the airlines and the message for that airline. To further work with this text data,
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this tag is not relevant that could provide some better result so we removed this tag from

the text. We further split tweets into two data frames on the basis of their negative and

positive sentiments.

5.1 Word Frequency Consideration and Cloud of Words Formation for
Every Sentiments

There are several words which come quite often in the tweets and those do not seem infor-

mative and they are removed from the tweets to get more enhanced results. Matrix of

words are generated after analyzing text which return data frame containing tweets, word

and word count. There were availability of several stop words, punctuations so they were

removed and transformed to lower case as well as matrix was kept 97% sparse.

There are 24 words which are repeated in positive sentiments with some certain con-

tingency. It was amalgamated from the count of words over all the positive-based tweets. It

can be seen from Fig. 2 that thanks comes 1061 times, flight comes 371, and so on.

There are 39 words which are repeated in negative sentiments with some certain con-

tingency, but here mentioned which has more count. It amalgamated the count of words

over all the negative-based tweets. As it can be seen from Fig. 3 flight comes 2900 times,

service 740 times, and so on.

Cloud of word has been mentioned in Fig. 4 to visualize those positive and negative

tweets more properly.

Word cloud gives a decent visual portrayal of the word recurrence for each kind of opin-

ion in which the left ones are positive and the right ones are negative. The span of the word

relates to its recurrence across all tweets.We can have a thought of what the passengers are

discussing. For instance, for negative opinion, passengers appear to gripe about delay of

flight, cancellation of flights, service seems bad for that flight, hours holding up, etc. Be

that as it may, for positive opinion, passengers are thankful and they discuss extraordinary

administration/flight.
FIG. 2 Positive tweets and their count.

FIG. 3 Negative tweets and their count.



FIG. 4 Word cloud of positive and negative opinion.
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5.2 Determining the Association Between Words

Here the document term matrix has been generated containing tweets, word, and word

count instead of data frame after analyzing text corpora. There were availability of several

stop words, punctuations so there were removed and transformed to lower case as well as

matrix was kept 97% sparse. Here the discovered words that are more related with these

mentioned words at a correlation of 60% and its threshold value.

For positive opinion tweets, it can be seen from Fig. 5 that flight is more related with

great, recommending that passengers had great experience in the flight. Amazing is

related to the word customer, which is thus related to the service, showing that passengers

encountered an amazing service for customers in numerous open doors. Also, without
FIG. 5 Association of positive words.



FIG. 6 Associations of negative words.
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having really perused any tweet, with this investigation we get a thought of what individ-

uals are saying in regard to the airlines.

As it can be seen from Fig. 6 about the negative tweets, the presence of the word flight

relates with the word canceled, delayed, flight led, and late, demonstrating that people are

grumbling about the flight delay. Customer is related to service, which is normal, as cus-

tomer service was an intermittent issue in negative tweets. Curiously, the word gate is

related with the plane and waiting, which most likely implies that passengers were left

waiting at the entryway for quite a while before flight. So from this investigation, and with-

out having perused any tweet, we comprehend what individuals are by and large

grumbling about.

5.3 Cluster Analysis of Words and Their Association

BIRCH clustering has been implemented to identify the association between several

words. In Fig. 7, the words which are linked with the smaller arm have more association.

AIK, BIK selection criteria have been used which satisfies for the number of cluster is 5.

From the dendrogram in Fig. 7, it can be seen that some words with shorter arm like

customer and service, today and help, amazing, back, etc. are more informative and pro-

vide some more understanding of association.

From this dendrogram in Fig. 8, it can be seen that it is not so informative because it

provided almost the same result as during determining the association between several

words. Association of words like canceled flight, customer service, etc. show passenger

tweets regarding their complaint about airlines.
6 Conclusion and Future Work

In this study, dataset was analyzed by using association rulemining and BIRCH clustering.

When determining the association between several words by using the association rule we



Positive opinion

35
30

25
20

H
ei

gh
t

Ju
st

Lo
ve

G
ot

G
et

W
ill

M
uc

h
A

w
es

om
e

G
uy

s
B

es
t

A
ir

lin
e

T
im

e
G

oo
d

N
ow

Je
tb

lu
e

A
m

az
in

g
B

ac
k

To
da

y
H

el
p

G
re

a
t

C
us

to
m

er
S

er
vi

ce
T

ha
nk

s
F

lig
ht

T
ha

nk

15
10

5

FIG. 7 Positive opinion with size k¼5.
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understood for positive opinions that flight is more relatedwith great, recommending that

passengers had great experience in the flight. Amazing is related to the word customer,

which is thus related to the service, showing that passengers encountered an amazing ser-

vice for customers in numerous open doors. Also, without having really perused any tweet,

with this investigation we get a thought of what individuals are saying in regard to the air-

lines. It is also seen for negative opinions that the presence of the word flight relates with

the word canceled, delayed, flight led, and late, demonstrating that people are grumbling

about the flight delay. Customer is related to service, which is normal, as customer service

was an intermittent issue in negative tweets. Curiously, the word gate is related with the

plane andwaiting, whichmost likely implies that passengers were left waiting at the entry-

way for quite a while before the flight. So from this investigation, and without having

perused any tweet, we comprehend that individuals are by and large grumbling about.

When BIRCH clustering was used to understand the association of words it was almost

the same result about negative opinion but gave a better understanding about positive

opinion. From these opinions of passengers, it will be easier for airlines to understand

about negative and positive opinion of people and can be figured out to enhance airline

services in the near future. This analysis can be useful to authors who would like to mine

more hidden information from dataset in the near future.
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1 Introduction

Importance and strategic position ofmiddlemen inmany relationships cannot be empha-

sized enough. For example, consider the situations of (i) international trade between

manufacturing and consuming countries taking place through a third country, trader,

(ii) labormarket negotiations betweenworkers andmanagement through the labor union,

(iii) political lobbying for parliamentary agenda by corporate houses, expedited through

specialist agencies, and (iv) use of common server networks by telephone companies and

so on. In the scientific literature themiddlemen are often described as facilitator ormarket

maker but it is not always that the middlemen are depicted in a positive light. Sometimes

we may also have a situation where middlemen create concentration of (bargaining)

power and hold the relationship between the other two parties to ransom. In such situa-

tions, the middlemen may be extracting too large a share of the value created by himself/

herself. Real life examples of such situations have been historically seen during the OPEC

oil crisis (1973) or the Opium wars (1839–60).
Issues of channel control by middlemen have been part of the marketing literature for

many years (see Bucklin [1]). This literature talks about open distribution where absence

of collusion causes an increasing number of middlemen to cut prices, lowering the gross

margin. As a result,middlemen interest in the brand declines. On the other hand, a limited

distribution by limiting the number of middlemen in a trading areamay not improvemat-

ters. The award of an exclusive distributorship transfers the market power inherent in a

manufacturer’s brand to the middleman. Historically three different roles of middlemen:

trader, distributor, and provider are identified. The changing business conditions and

roles of other agents in the market network is the key to the change of the role of the mid-

dleman and him/her business, see Gadde and Snehota [2]. Another pertinent area where

middlemen play a key role is in the analysis of supply chain management. Here the mid-

dlemen can influence the entire flow of goods and services along with the process of
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00009-8
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inventory and thus increases the utility of the players in the chain. A possible intermediary

activity of the middlemen in the supply chain management is to make some predictive

analysis of the market trend, weather conditions, logistics, and inventory management

and provide these information to the stack holders, see Christopher [3].

Informed by the above-mentioned literature, in this chapter, we introduce the notion

of middlemen in Network games from the perspective of channel control. Kalai et al. [4]

introduced the notion of a middleman under cooperative situations and compared the

core allocations to the middlemen, Rubinstein and Wolinsky [5] discussed this concept

in further detail. In industrial organization this concept has been used by Yavas [6] for a

search problem and Johri and Leach [7] for modeling a heterogeneous goods market.

Recently Arya et al. [8] also applied the middleman concept to analyzing supply chains.

Here we look at the notion of a middleman in Network games from a different point of

view.We consider that eachmiddleman engages in some intermediary activities in a net-

work. This intermediary activity will result in value augmentation. But whether all

parties benefit from this or not will critically depend on the network architecture. We

develop an allocation rule for this class of games that accounts for the intermediary

activities.

The remaining portion of the chapter proceeds as follows. In Section 2 we mention

the prerequisites of Network games. In Section 3 we characterize our allocation rule

using some standard cooperative game theoretic axioms in the line of the Position value

for Network games due to van den Nouweland and Slikker [9]. We call this value the net-

work middlemen efficient (NME) value. Then we show that the NME value is satisfied

only for a small set of networks. To address other types of networks, in Section 4, we pro-

vide an alternative allocation rule to the NME value replacing the axiom of efficiency by

multilateral interactions due to Borkotokey et al. [10] and call this value the network

middlemenmultilateral interaction (NMMI) value. This solution concept does not guar-

antee that the concerned parties will all get positive payoffs. To ensure that, we actually

need the players to have links with other (nonmiddleman) players. This feature we char-

acterize as our nonisolated property (NIP). We go on to show that NIP indeed guarantees

that all parties benefit strictly from the presence of a middleman. Using international

trade data and internet server traffic data, we create two numerical illustrations to high-

light and substantiate our theoretical findings in Section 5. Section 6 concludes the

chapter.
2 Preliminaries

This section presents the definitions and results necessary for our model formation. To a

large extent this section builds on Jackson andWolinsky [11], Jackson [12], and Borkotokey

et al. [10].

LetN¼ {1, 2,…, n} be the player set. Subsets ofN are called coalitions. Let us denote the

size of each coalition S, T, etc., by the corresponding small letters s, t, etc. Also, we avoid

braces for singletons for simplicity and use S n i, S[ i, etc., instead of S n{i}, S[fig, etc.
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A network g comprises of a finite set of elements called nodes corresponding to players

and a finite set of pairs of nodes called links, which correspond to bilateral connections

among players. Thus g is a list of unordered pairs of players {i, j}, where {i, j}2 g identifies

a link in the network g. To make notations simple, we write ij to represent the link {i, j}.

The degree of a player in a network is the number of links it has in the network. Let gN

be the set of all possible links formed by the nodes of N. We call gN the complete network

with n nodes. Denote by GN ¼fgjg � gNg the set of all possible networks on N. A path in a

network is a sequence of nodes such that from each of its nodes there is a link to the next

node in the sequence.

LetN(g) denote the set of players having at least a link in g that is,N(g)¼ {i j 9j such that

ij 2 g}. Let n(g)¼ #N(g). For g 2 GN, let l(g) be the total number of links in g and denote by

Li(g) the set of links of player i. Thus Li(g)¼ {ij j 9 j : ij 2 g}. Let li(g)¼ #Li(g). Thus we have

lðgÞ¼ 1
2

P
iliðgÞ:

Given any S�N, let gS denote the complete network formed by the players in S. Let gjS
be the subnetwork of g formed by the players in S. Formally we have gjS ¼ {ij j ij 2 g and

i 2 S, j 2 S}.

For any g1, g2 2 GN, denote by g1 + g2 the network obtained through adding networks g1
and g2 and by g1 n g2 the network obtained from g1 by subtracting its subnetwork g2.

Definition 1 (Jackson and Wolinsky [11]). A value function is a function v : GN !
such that v(∅)¼ 0, where∅ represents the empty network, that is, network without links.

The set of all possible value functions is denoted by V. The value function specifies the

total worth generated by a given network structure. It may involve both costs and benefits

whenever this information is available.

Definition 2 (Jackson andWolinsky [11]). ANetwork game is a pair, (N, v), consisting of

a set of players and a value function. If N is fixed and no confusion arises about this, we

denote the Network game by only v. Consider the class Vg of all Network games defined on

all subnetworks of a network g.

Definition 3 (Jackson and Wolinsky [11]). A Network game v is monotonic if for g,

g02 GN with g
0 � g , we have v(g0) � v(g).

Definition 4 (Borkotokey et al. [10]). Given a network g 2 GN, each of the following spe-

cial value functions is a basis for V.

v̂gðg 0 Þ ¼ 1 if g � g
0

0 otherwise

(
(1)

v∗gðg
0 Þ ¼

1 if g�
6¼
g

0

0 otherwise

8<
: (2)

and
v
�
g ðg

0 Þ ¼ 1 if g ¼ g
0

0 otherwise

�
(3)
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Thus every v 2 V can be written as a unique linear combination of value functions v̂g or
v∗g or v
�
g, that is, v¼

P
g�gN ag v̂g or v¼

P
g�gN bgv

∗
g or v¼

P
g�gN cgv

�
g, where ag , bg , cg 2 are

coefficients of v and ag’s are called unanimity coefficients.

Note that the notion of a basis in V plays a significant role in axiomatizing the solution

concepts. Since each value function is a linear combination of its basis vectors, the cor-

responding characterization of a solution in terms of the basis vectors would essentially

ensure the same for the original game.

Definition 5 (Jackson andWolinsky [11]). An allocation rule is a function Y : GN �V !
n such that Yi(g, v) represents the payoff to player i with respect to v and g.

Definition 6 (Jackson [12]). An allocation rule Y is link-based if there exists

Ψ : GN �V !
nðn�1Þ

2 such that
X
ij2gN

Ψ ijðg ,vÞ ¼ vðgÞ (4)

and Yiðg ,vÞ ¼
X
i 6¼j

Ψ ijðg ,vÞ
2 (5)

Definition 7 (Borkotokey et al. [10]). Let v be a value function with unanimity coeffi-
cients ðag
0 Þg 0 �g and network g be given. Then the network position value YNPV(g, v) is

defined by,

YNPV
i ðg ,vÞ¼

X
g
0 �g

ag
0 liðg 0 Þ
2 lðg 0 Þ 8 i2N (6)

It follows that for every link l of g, if ΦSh
l denotes the Shapley value of the restriction vjg
of the value function v to the subsets of g considering the links as players, then we have,

ΦSh
l ðg ,vjg Þ¼

X
g 0 �g: l�g 0

ag
0

lðg 0 Þ (7)

Combining Eqs. (6), (7), we obtain
YNPV
i ðg ,vÞ¼

X
l2LiðgÞ

1

2
ΦSh

l ðg ,vjgÞ, 8 i2N (8)

The network position value YNPV : GN �V !n is formally given by
YNPV
i ðg ,vÞ¼

X
i 6¼j,
ij2g

X
g
0 �Nnij

1

2
ðvðg 0

+ ijÞ�vðg 0 ÞÞ
0
@

1
A lðg 0 Þ!ðlðgÞ� lðg 0 Þ�1Þ!

lðgÞ! (9)

Let us call the network position value by position value in short.
Definition 8 (Borkotokey et al. [10]). An allocation rule Y is said to satisfy the axiom of

linearity (Lin) if for Network games v, w and a,b2,

Yiðg ,av +bwÞ¼aYiðg ,vÞ+bYiðg ,wÞ, 8i2N (10)
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Definition 9 (Borkotokey et al. [10]). Let π be a permutation on N. For each v 2 Vg, we
define the game πv 2 Vπg by, πvðπg 0 Þ ¼ vðg 0 Þ, 8g 0 � g . An allocation rule Y is said to satisfy

the axiom of anonymity (AN) if for all v 2 Vg and permutations π on N,

Yiðg ,vÞ¼Yπiðπg ,πvÞ, 8i2N (11)

The axiom AN suggests that the payoff to each player does not depend on him/her
identity.

Definition 10 (Borkotokey et al. [10]). An allocation rule Y is said to satisfy the axiom of

monotonicity (Mon) if for every monotonic value function v, Yi(g, v) � 0 for every i 2 N.

Definition 11 (Borkotokey et al. [10]). An allocation rule Y satisfies the axiom of

efficiency (Eff) for v 2 Vg if X
i2N

Yiðg ,vÞ¼ vðgÞ (12)

Definition 12 (Borkotokey et al. [10]). Let v2 Vg be a game on the network g. Fix a player
i, gi � LiðgÞ. The reduced gamewith respect to gi is a gamedenotedby v
gngi + ½gi 	
½gi 	 defined on the

network g n gi + [gi] of l(g)l(gi) + 1 links, where [gi] indicates a single hypothetical link such

that as if i is connected to the network g n gi only through this link.We call the newnetwork g

n gi + [gi] the reduced network of g for gi. The reduced game is defined as for every g
0 � gngi,

v
gngi + ½gi 	
½gi 	 ðg 0 Þ ¼ vðg 0 Þ

v
gngi + ½gi 	
½gi 	 ðg 0

+ ½gi	Þ ¼ vðg 0
+ giÞ

(13)

Following Borkotokey et al. [10], the value l(gi) 2{1, …, n} denotes the level of interac-
tions of player i with other players through him/her links in gi. Thus if for example,

l(gi) ¼ 1, player i is connected to the network through only one link and so him/her level

of interaction in this case is 1.

Definition 13 (Borkotokey et al. [10]). An allocation rule Y is said to admit the Position

value for the game v at each level of interactions if for each i 2 N, it can be expressed as,

Yiðg ,vÞ¼
X

∅6¼gi�LiðgÞ
Yi gngi + ½gi	,vgngi + ½gi 	½gi 	
� �

(14)

where for each ∅ 6¼ gi � LiðgÞ,
Yi gngi + ½gi	,vgngi + ½gi 	½gi 	
� �

¼YNPV
i gngi + ½gi	,vgngi + ½gi 	½gi 	

� �
(15)

Definition 14 (Borkotokey et al. [10]). An allocation rule Y is said to satisfy the axiom of
multilateral interactions (MI) if it admits the Position value for any Network game v at

each level of interaction.

3 Network Game With Middlemen

In the following we define a Network gamewithmiddlemen. Recall that in Network games

a middleman involves in some intermediary activities. Therefore, each subnetwork can

generate extra value. Thus we have the following.
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Definition 15 Let g 2 GN be fixed. A Network game v 2 Vg is said to be a Network game

withmiddlemen if there isM �N and a set of real numbers fηg 0 > 1 j ∅ 6¼ g
0 � gg satisfying

the following conditions.

ðiÞFor each i2M , vðg 0
+ giÞ¼ ηg 0

+ gi
vðg 0 Þ, 8 ∅ 6¼ gi �LiðgÞ,g 0 � gngi

ðiiÞ vðg 0
+ giÞ> vðg 0

+ gjÞ, 8 g
0 � gnðgi + gjÞ, where i2M , j2NnM and

gi �LiðgÞ, gj � LjðgÞ
ðiiiÞ vðg 0 Þ ¼ 0, 8 g

0 � g jM

9>>>>>=
>>>>>;

(16)

In Eq. (16), although the players inM (i.e., themiddlemen) and subnetworks of gjM (i.e.,
the links among the middlemen) do not generate any worth; however, they can increase

the worth by linking with g n gjM. This increment of the worth ismore in comparison to the

worth increased by adding any subnetwork from g n gjM. In particular, this would imply

that links with a middleman will fetch more worth that links without a middleman. Let

VMg be the class of all Network games with middlemen and the player set N defined

on g. If i satisfies Eq. (16), we say that player i 2M engages in some intermediary activities

for v2VMg. We call each player in M a middleman and the remaining players in N n M

beneficiaries and the set ηNG :¼ fηg 0 > 1 j ∅ 6¼ g
0 � gg a scheme of intermediary activities

(SIA) in v of players in M.

To develop an allocation rule for the class VMg , we adopt the approach of Borkotokey

et al. [10] for the characterization of our value. Thus our first axiom is Lin. This, however,

applies to the larger class Vg of Network games defined on a fixed network g.

Lemma 1 Let Y (g, v) satisfy Lin for a given network g and v 2 Vg. Then for every v 2 Vg

and i 2 N, there exists a family of real constants fαig 0 ðgÞg∅ 6¼g
0 �g such that

Yiðg ,vÞ¼
P

∅ 6¼g
0�gα

i
g 0 ðgÞvðg 0 Þ.

Proof. Suppose Y (g, v) satisfy Lin for a given network g and v 2 Vg.

Since the collection fv�g
0 2Vg : g

0 � gg given by Eq. (3) is a standard basis forVg, thus we

have v¼P∅ 6¼g
0 �gvðg

0 Þv�g
0 . It follows that

Yiðg ,vÞ¼
X

∅6¼g 0 �g

αig 0 ðgÞvðg 0 Þ
(17)

where αig 0 ðgÞ :¼ Yiðg ,v�g 0 Þ.

For the remaining axioms to follow, we consider the class VMg. Our next axiom is the

axiom of middlemen (MA). In this axiom we consider that each middleman gets a portion

from v(g), which is determined by the players in the game through consensus. Later we

will show that the factor so obtained can generate a parametric family of our proposed

allocation rule. Thus we have the following axiom.

The axiom of middleman (MA) : If i is a middleman for v2VMg, then Yi(g, v) ¼ ξiv(g)
for an exogenously determined ξi 2 (0, 1).

Let us call the quantity ξiv(g) the intermediary fee to middleman i. Let ξ ¼ (ξ1,…, ξn) 2
[0, 1)n with ξi ¼ 0, 8 i 2 N n M. We call ξ the intermediary factor or IF in short. The next

lemma follows.
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Lemma 2 Let Y (g, v) satisfy Lin and MA, then given an IF ξ, for every v2VMg and i 2
N n M there exist real constants fδig 0 + giðgÞggi�LiðgÞ, g

0 �gngi such that

Yiðg ,vÞ¼
X

∅ 6¼gi�LiðgÞ

X
g 0 �gngi

δig 0 + gi ðgÞ vðg 0
+ giÞ�ηg 0

+ gi
vðg 0 Þ

h i
, if i2NnM

ξivðgÞ, if i2M

8<
: (18)

Proof. By Lemma 1, under Lin, for each i 2 N there exist real constants fαig 0 ðgÞg∅6¼g
0 �g
such that

Yiðg ,vÞ¼
X

∅ 6¼g 0 �g

αig 0 ðgÞvðg 0 Þ
(19)

For v2VMg, after rearranging the coefficients, we obtain
Yiðg ,vÞ¼
X

g
0 �gnLiðgÞ

X
∅ 6¼gi�LiðgÞ

αig 0 + gi ðgÞvðg
0
+ giÞ+ αig 0 ðgÞvðg 0 Þ

0
@

1
A (20)

Eq. (20) can be rewritten as
Yiðg ,vÞ¼
X

∅6¼gi�LiðgÞ

X
g 0 �gngi

βig 0 + gi ðgÞvðg
0
+ giÞ+ βig 0 ðgÞvðg 0 Þ

h i
(21)

under the following substitution1
αig 0 + gi ðgÞ ¼
XlðgiÞ
k¼1

C
lðgiÞ
k +

XliðgÞ�lðgiÞ

k¼1

C
liðgÞ�lðgiÞ
k

 !
βig 0 + gi ðgÞ

¼ ð2lðgiÞ + 2liðgÞ�lðgiÞ �2Þβig 0 + gi ðgÞ

Assume that i is a middleman for v2VMg, we have
Yiðg ,vÞ¼
X

∅ 6¼gi�LiðgÞ

X
g 0 �gngi

βig 0 + gi ðgÞηg 0
+ gi

+ βig 0 ðgÞ
h i

vðg 0 Þ (22)

Note that Eq. (22) holds for any v2VMg such that i is a middleman for v, in particular
for all games in VMg satisfying for a given ∅ 6¼ gi � LiðgÞ and ∅ 6¼ g
0 � gngi,

vðg1 + giÞ¼ ηg1 + gi vðg1Þ
vðg1Þ¼ v

�
g
0 ðg1Þ

)
8 g1 � gngi (23)

For the given IF ξ, using MA, we have
Yiðg ,vÞ¼ ξivðgÞ
)

X
∅6¼gi�LiðgÞ

X
g 0 �gngi

βig 0 + gi ðgÞηg 0
+ gi

+ βig 0 ðgÞ
h i

vðg 0 Þ ¼ ξivðgÞ
1For example, let N ¼ {1, 2, 3, 4} and g ¼ {12, 13, 23, 24}, then α1g ðgÞ¼ 3β1g ðgÞ, α1f12,13,23gðgÞ¼ 3β1f12,13,23gðgÞ,
α1f12,13gðgÞ¼ 3β1f12,13gðgÞ, α1f12gðgÞ¼ 2β1f12gðgÞ, α1f23gðgÞ¼ 3β1f23gðgÞ, etc.
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) βigðgÞηg + βignLiðgÞðgÞ¼ ξiηg

) βigðgÞ¼ ξi�
βignLiðgÞðgÞ

ηg
and βig 0 + gi ðgÞηg 0

+ gi
¼�βig 0 ðgÞ, 8gi �LiðgÞ, g 0 � gngi

Set γig 0 + giðgÞ :¼ βig 0 + giðgÞηg 0
+ gi

¼�βig 0 ðgÞ, 8gi � LiðgÞ, g 0 � gngi in Eq. (21). Thus we
obtain for every i 2 N,

Yiðg ,vÞ ¼ ξivðgÞ�
βignLiðgÞðgÞ

ηg
vðgÞ+ βignLiðgÞðgÞvðgnLiðgÞÞ

+
X

∅6¼gi�LiðgÞ

X
g
0 �gngi

γig 0 + gi ðgÞ
vðg 0

+ giÞ
ηg 0

+ gi

�vðg 0 Þ
 !

Again set δignLiðgÞðgÞ¼�βignLiðgÞðgÞ
ηg

and δig 0 + gi ðgÞ¼
γig 0 + gi ðgÞ
ηg 0 + gi

, 8 gi �LiðgÞ,g 0 � gngi

We obtain
Yiðg ,vÞ¼ ξivðgÞ+
X

∅ 6¼gi�LiðgÞ

X
g
0 �gngi

δig 0 + gi ðgÞ vðg 0
+ giÞ�ηg 0

+ gi
vðg 0 Þ

h i

Thus we obtain our desired result as follows.
Yiðg ,vÞ¼
X

∅ 6¼gi�LiðgÞ

X
g
0 �gngi

δig 0 + gi ðgÞ vðg 0
+ giÞ�ηg 0 + gi vðg

0 Þ
h i

, if i2NnM

ξivðgÞ, if i2M

8<
: (24)

It is evident from Eq. (24) that the allocation rule Y (g, v) evolves so far depends on the
choice of ξ, which is exogenously determined. This further implies that we get a parametric

family of allocation rules determined by IF ξ. Thus to highlight this fact andwith an abuse of

notations, from now onward we denote our allocation rule by the symbol Y (g, v, ξ).
Recall that Mon suggests each player to receive nonnegative payoff in a monotonic

game. Lemma 3 usesMon to ensure the nonnegativity of the coefficients in the expression

given by Eq. (24).

Lemma 3 If Y (g, v, ξ) satisfies Lin,MA, andMon then every v2VMg and i 2N nM there

exist nonnegative real constants fδig 0 + giðgÞggi�LiðgÞ, g 0�gngi such that

Yiðg ,v,ξÞ¼
X

∅ 6¼gi�LiðgÞ

X
g
0 �gngi

δig 0 + gi ðgÞ vðg 0
+ giÞ�ηg 0

+ gi
vðg 0 Þ

h i
, if i2NnM

ξivðgÞ, if i2M

8<
: (25)

Proof For η2 ð1,∞Þ and g
0 � g , define the game ug0

η as follows.
uη
g 0 ðg1Þ¼ η if g

0
⊊ g1

0 otherwise

�
(26)
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Observe that uη
g 0 2VMg and is monotonic. Therefore, Yiðg ,uη

g 0 ,ξÞ¼ ηδig 0 + giðgÞ� 0 and the
result follows immediately.

The next axiom, namely AN implies that the coefficients δig 0 + giðgÞ, for all i 2 N n M and

gi � LiðgÞ, g 0 � gngi will depend only on its number of links and the SIA fηg 0 : g
0 � gg

depends on the size of g
0
, 8g 0 � g .

Lemma 4 If Y (g, v, ξ) satisfies Lin, MA, Mon, and AN, then for every v2VMg and i 2
N nM there exist real constants δlðg 0 Þ+ lðgiÞðgÞwhere lðgiÞ¼ 1,2,…, liðgÞ, gi � LiðgÞ and lðg 0 Þ ¼
0,…, lðgÞ� lðgiÞ, g 0 � gngi such that

Yiðg ,v,ξÞ¼

X
∅ 6¼gi�LiðgÞ

X
g 0 �gngi

δlðg 0 Þ+ lðgiÞðgÞ vðg 0
+ giÞ�ηlðg 0 Þ+ lðgiÞvðg

0 Þ
h i

, if i2NnM

ξivðgÞ, if i2M

8><
>: (27)

Proof. For any i 2N nM, let g 0
i , g

00
i � LiðgÞ and g

0 � gng 0
i , and g

00 � gng 00
i such that l(g0 + gi

0)

¼ l(g00 + gi

00).
Let π be a permutation on N such that πi ¼ i and πg0 ¼ g00, πgi0 ¼ gi

00.
For η2 ð1,∞Þ and g

0 � g , define the game v
�η

g 0 as follows.

v
� η

g 0 ðg1Þ¼
η if g

0 ¼ g1

0 otherwise

(
(28)

By AN, we have
Yiðg ,vg 0
+ g

0
i
,ξÞ¼Yiðπg ,πvg 00

+ g
00
i
,ξÞ (29)

Using πvg 0
+ g

0 ¼ vg 00
+ g

00 , we have from Eq. (25),

i i

δig 0 + gi ðgÞ¼ δi
g
00
+ g

00
i

ðπgÞ (30)

Next take i, j 2N nM such that i 6¼j and πi¼ j and πgi¼ gj, for all gi 2 Li(g) and gj 2 Lj(g) :
l(gi) ¼ l(gj) while leaving every g
0 � gnðgi + gjÞ unchanged.

It follows from AN,

δig 0 + gi ðgÞ¼ δjg 0 + gj ðπgÞ 8g
0 � gnðgi + gjÞ (31)

This implies that there exist constants fδlðg 0 Þ+ lðg ÞðgÞ : lðgiÞ¼ 1,2,…, liðgÞ,
i

lðg 0 Þ¼ 0,…, lðgngiÞg that depend on the size of g
0
+ gi, 8gi � LiðgÞ and g

0 � gngi such that

Eq. (25) holds.

The next axiom is the axiom of efficiency (Eff), that is, for each v2VMg ,P
i2NYiðg ,v,ξÞ¼ vðgÞ:
Definition 16 An allocation rule Y ðg ,v,ξÞ :GN �VMg !n satisfies Eff if

X
i2N

Yiðg ,v,ξÞ¼ vðgÞ (32)

Let ξ¼Pn
i¼1ξi. Thus we have the following lemma.
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Lemma 5 If Y (g, v, ξ) satisfies Lin, MA, Mon, AN, and Eff, then for every v2VMg and

i 2 N n M there exist real constants δlðg 0 Þ+ lðgiÞðgÞ where lðgiÞ¼ 1,2,…, liðgÞ, gi � LiðgÞ and
lðg 0 Þ ¼ 0,…, lðgngiÞ, g 0 � gngi such that

Yiðg ,v,ξÞ¼
X

∅6¼gi�LiðgÞ

X
g
0 �gngi

δlðg 0 Þ+ lðgiÞðgÞ vðg 0
+ giÞ�ηlðg 0 Þ+ lðgiÞvðg

0 Þ
h i

, if i2NnM

ξivðgÞ, if i2M

8><
>: (33)

where
P

i2NnM
P

∅ 6¼gi�gδlðgÞðgÞ¼ 1� ξ and
P

i2NnM
P

∅ 6¼gi�g
0 δlðg 0 ÞðgÞ�

P
i2NnM
P

∅6¼gi�gng 0 δlðgiÞ+ lðg 0 ÞðgÞηlðg 0 Þ+ lðgiÞ ¼ 0 for all g
0 � g.

Proof. From Eff and Lemma 4, we have

vðgÞ ¼
X
i2N

Yiðg ,v,ξÞ

) vðgÞ ¼
X
i2M

ξivðgÞ+
X

i2NnM

X
∅ 6¼gi�LiðgÞ

X
g
0 �gngi

δlðg 0 Þ+ lðgiÞðgÞ vðg 0
+ giÞ�ηlðg 0 Þ + lðgiÞvðg

0 Þ
h i

) 1�
X
i2M

ξi

 !
vðgÞ ¼

X
i2NnM

X
∅ 6¼gi�LiðgÞ

X
g
0 �gngi

δlðg 0 Þ + lðgiÞðgÞ vðg 0
+ giÞ�ηlðg 0 Þ+ lðgiÞvðg

0 Þ
h i

¼
X

∅6¼g 0 �g

vðg 0 Þ
X

i2NnM

X
∅ 6¼gi�g 0

δlðg 0 ÞðgÞ�
X

i2NnM

X
∅ 6¼gi�gng 0

δlðgiÞ+ lðg 0 ÞðgÞηlðg 0 Þ+ lðgiÞ

0
@

1
A

For η2 ð1,∞Þ and g
0 � g , define the game v

�η

g 0 as follows.
v
� η

g 0 ðg1Þ¼ η if g
0 ¼ g1

0 otherwise

�

Then we have
P

i2NnM
P

∅6¼gi�g δlðgÞðgÞ¼ 1� ξ and
P

i2NnM
P

∅ 6¼gi�g
0 δlðg 0 ÞðgÞ
�Pi2NnM
P

∅ 6¼gi�gng 0 δlðgiÞ+ lðg 0 ÞðgÞηlðg 0 Þ+ lðgiÞ ¼ 0 for all g
0 � g .

Combining Lemmas 1–5, we have the following theorem.

Theorem 9.1 If Y (g, v, ξ) satisfies Lin, MA, Mon, AN, and Eff, then for every v2VMg

there exist real constants δlðg 0 Þ+ lðgiÞðgÞ where lðgiÞ¼ 1,2,…, liðgÞ, gi � LiðgÞ and

lðg 0 Þ ¼ 0,…, lðgngiÞ, g 0 � gngi such that

Yiðg ,v,ξÞ¼

X
∅6¼gi�LiðgÞ

X
g
0 �gngi

δlðg 0 Þ+ lðgiÞðgÞ vðg 0
+ giÞ�ηlðg 0 Þ+ lðgiÞvðg

0 Þ
h i

, if i2NnM

ξivðgÞ, if i2M

8><
>:

where

X

i2NnM

X
∅ 6¼gi�g

δlðgÞðgÞ¼ 1�ξ and

X
i2NnM

X
∅ 6¼gi�g 0

δlðg 0 ÞðgÞ�
X

i2NnM

X
∅ 6¼gi�gng 0

δlðgiÞ+ lðg 0 ÞðgÞηlðg 0 Þ+ lðgiÞ ¼ 0 8g 0 � g
(34)

Let us call the allocation rule Y for the network g, v2VMg and IF ξ, defined in Theorem
9.1, the Network Middlemen Efficient value (NME value). In view of the foregoing
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discussions, we conclude that Theorem 9.1 gives the existence and uniqueness of a para-

metric family of allocation rules with parameter ξ.
Theorem 9.1 works as the benchmark solution form for the rest of the chapter. But,

before we proceed further, the following examples show that the requirement that an allo-

cation rule for a v2VMg satisfies Lin,MA,Mon, AN, and Eff together sufficiently restricts

the domain of VMg .

Example 1 LetN¼ {1, 2, 3, 4, 5},M¼ {3}, and g¼ {12, 23, 34, 45}. If the corresponding Y

(g, v, ξ) for v2VMg and any ξ 2 [0, 1)5 with ξ3 ¼ 0 satisfies Eff, we must have from Eq. (34)

8�δ4 ¼ 1�ξ3;5�δ3�2�δ4η3 ¼ 0;4�δ3�2�δ4η3 ¼ 0;6�δ3�δ4η3 ¼ 0

7�δ3�δ4η3 ¼ 0;2�δ2�4�δ3η2�δ4η2 ¼ 0;3�δ2�3�δ3η2 ¼ 0

4�δ2�3�δ3η2 ¼ 0;3�δ2�3�δ3η2�δ4η2 ¼ 0;3�δ2�3�δ3η2 ¼ 0

4�δ2�2�δ3η2 ¼ 0;δ1�5�δ2η1 ¼ 0;2�δ1�4�δ2η1 ¼ 0

2�δ1�2�δ3η1�3�δ2η1 ¼ 0;δ1�6�δ2η1�2�δ3η1 ¼ 0

(35)

It follows from Eq. (35) that the only possibilities for a solution to exist is δi¼ 0, for all i,
which is against our assumption. Therefore, the efficiency of Y for v2VMg and IF

ξ 2 [0, 1)n with ξi ¼ 0 8 i 2 N n M, is not consistent with the axioms Lin, MA, AN, and

Mon. Following theorem gives a necessary and sufficient condition for an efficient alloca-

tion rule that satisfies Lin, MA, AN, and Mon together.

Theorem 9.2 An allocation rule that satisfies Lin,MA,Mon, AN, and Eff on g for any v2
VMg and IF ξ, if and only if g is a star network where the middleman is in the center.

Proof When g is a star network where the middleman i is in the center, from Theorem

9.1 for each j 2 N n i we have

Yjðg ,v,ξÞ¼
X

g 0 �gnij
δlðg 0 Þ +1ðgÞ vðg 0

+ ijÞ�ηlðg 0 Þ +1vðg
0 Þ

h i

where
δlðg 0 ÞðgÞ¼
lðg 0 Þ!ðn� lðg 0 Þ�2Þ

ðn�1Þ! ð1�ξÞ
Yn�1

k¼lðg 0 Þ+ 1
ηk

Thus the efficiency of Y is consistent with the axioms Lin, MA, AN, and Mon.
For the converse part, define a function nk : G
N ! such that nk(g) denotes the num-

ber of nodes in g having k links, where k 2f1,2,…, max i2NnMliðgÞg. For any g
0
,g

00 � g such

that l(g0) ¼ l(g00), let g1 ¼ g n g0 and g2 ¼ g n g00. The system of linear equations given by

Eq. (34) is consistent if nk(g1) ¼ nk(g2), for all k. This holds if g is a star network with

the central node as middleman.

Remark 1 For the game v2VMg where g is a star network with the middleman

at the central node, v(g0) ¼ 0 for all g
0 � g . Thus the NME value makes little sense to

any v2VMg.

The above finding renders the findings of Theorem 9.2 of not much use as the only fea-

sible cases turn out to have zero value in aggregate. This motivates us to identify some

axioms other than efficiency that would yield practically useful solution concepts.
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4 The NMMI Value for the Class VMg
In Section 3, we have seen that the efficiency of an allocation rule Y for v2VMg and IF ξ is
consistent with the axioms Lin, MA, AN, and Mon only when g is a star network with the

central node asmiddleman. Thuswe propose an alternative toNMEvalue in the following.

In this value we replace Eff by the axiom of multilateral interactions (MI) due to Borkoto-

key et al. [10]. After replacing Effwe obtain a unique allocation rule Y for any v2VMg and

IF ξ 2 [0, 1)n with ξi ¼ 0 8 i 2 N n M, that satisfies Lin, MA, Mon, AN, and MI.

For our next axiom MI we need the following definitions. First, we define a reduced

game (originally defined for Cooperative games by Harsanyi [13]).

Definition 17 Let v2VMg be a game on the network g. Fix a player i, gi � LiðgÞ. The
reduced gamewith respect to gi is a game denoted by v

gngi + ½gi 	
½gi 	 defined on the network g n gi

+ [gi] of l(g)� l(gi) + 1 links, where [gi] indicates a single hypothetical link such that as if i is

connected to the network g n gi only through this link. We call the new network g n gi + [gi]

the reduced network of g for gi. The reduced game is defined as for every g
0 � gngi,

v
gngi + ½gi 	
½gi 	 ðg 0

+ ½gi	Þ ¼ vðg 0
+ giÞ

v
gngi + ½gi 	
½gi 	 ðg 0 Þ ¼ ηg 0

+ gi
vðg 0 Þ

(36)

Recall from Definition 17 in a reduced game v
gngi + ½gi 	
½gi 	 with respect to the link set gi,
player i is connected to him/her peers through a single hypothetical link and the value

generated through this will be the same as that in the original game when he/she links

up through all him/her links in gi separately. The value for any g
0 � gngi will be multiplied

by the SIA offered to the subnetwork g0 + gi, that is, ηg 0
+ gi

with the value in the original

game. We consider each value of l(gi) as the level of interactions of player i through

him/her links in gi.

Our next axiomMI ensures that the total power of a player in the network is measured

by summing all him/her powers stemming out from him/her possible multilateral inter-

actions at each level.

Definition 18 An allocation rule Y is said to admit the Position value for the game v2
VMg at each level of interactions if for each i 2 N n M, it can be expressed as,

Yiðg ,v,ξÞ¼
X

∅ 6¼gi�LiðgÞ
Yi gngi + ½gi	,vgngi + ½gi 	½gi 	 ,ξ
� �

(37)

where for each ∅ 6¼ gi � LiðgÞ,
Yi gngi + ½gi	,vgngi + ½gi 	½gi 	 ,ξ
� �

¼YNPV
i g ,v

gngi + ½gi 	
½gi 	

� �
(38)

Definition 19 An allocation rule Y is said to satisfy the axiomMI if it admits the Position
value for any Network game v at each level of interaction.

Theorem 9.3 An allocation rule Y satisfies the axioms Lin,MA,Mon, AN, andMI if and

only if for all i 2 N n M it can be expressed as follows.
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Yiðg ,v,ξÞ¼
X

∅ 6¼gi�LiðgÞ

X
g
0 �gngi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ! vðg 0

+ giÞ�ηlðg 0 Þ+ lðgiÞvðg
0 Þ

� �
, if i2NnM

ξivðgÞ, if i2M

8><
>:

(39)

Proof. From MI and Lemma 4, we have
Yiðg ,v,ξÞ ¼
X

∅ 6¼gi�LiðgÞ
YNPV
i gngi + ½gi	,vgngi + ½gi 	½gi 	

� �

¼
X

∅ 6¼gi�LiðgÞ

X
∅ 6¼hi�Liðgngi + ½gi 	Þ

X
h
0 �ðgngi + ½gi 	Þnhi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ!

v
gngi + ½gi 	
½gi 	 ðh0

+hiÞ�v
gngi + ½gi 	
½gi 	 ðh0 Þ

� �

From Eq. (9), we have
Yiðg ,v,ξÞ¼
X

∅ 6¼gi�LiðgÞ

X
g
0 �gngi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ! vðg 0

+ giÞ�ηlðg 0 Þ+ lðgiÞvðg
0 Þ

� �
(40)

Comparing the coefficients of Eqs. (27), (40) we obtain the desired result.
We call the value defined in Eq. (39) the network middlemen multilateral interaction

value (or NMMI value). This is the alternative benchmark solution form to that found

in Theorem 9.2. This will be used now on.

Remark 2 The NMMI value defined in Eq. (39) is not efficient. Thus this value can be

normalized in the line of van den Brink and van den Lann [14, 15], which distributes the

worth of the network proportional to the NMMI value among the players. However, as in

[14, 15] after normalization our value also will not satisfy Lin and MA. Therefore, we can

consider the NMMI value as a representative of the power or influence of the players in

generating the grand worth in the line of Borkotokey et al. [10].

In what follows next we present two further examples to illustrate that it is not always

the case that each beneficiary receives a nonnegative NMMI value.

Example 2Consider the game ({1, 2, 3, 4, 5}, v) withM¼ {3}, g¼ {13, 23, 34, 45}, η1¼ 1.4,

η2¼ 2.1, η3¼ 1.8, and η4¼ 2, given by v({13})¼ v({23})¼ v({34})¼ 0, v({45})¼ 2, v({13, 23})¼
v({13, 34}) ¼ v({23, 34}) ¼ 0, v({13, 45}) ¼ v({23, 45}) ¼ v({34, 45}) ¼ 4.2, v({13, 23, 34}) ¼ 0,

v({13, 23, 45}) ¼ v({13, 34, 45}) ¼ v({23, 34, 45}) ¼ 3.6, v(g) ¼ 4. Take for example, ξ ¼ (0, 0,

0.3, 0, 0). Thus the NMMI value for v is Y (g, v, ξ) ¼ (�8.76, �8.76, 1.2, 11.87, 17.7).

Example 3 Let ({1, 2, 3, 4}, v) be the game with M ¼ {3}, g ¼ {12, 13, 23, 34}, η1 ¼ 2, η2 ¼
1.5, η3¼ 1.2, and η2¼ 2 so that v({13})¼ v({23})¼ v({34})¼ 0, v({12})¼ 2, v({12, 13})¼ v({12,

23})¼ v({12, 34})¼ 3, v({13, 23})¼ v({13, 34})¼ v({23, 34})¼ 0, v({13, 23, 34})¼ 0, v({13, 23,

12})¼ v({13, 34, 12})¼ v({23, 34, 12})¼ 2.4, v(g)¼ 4. Take for example, ξ¼ (0, 0, 0.4, 0). Then

the NMMI value for v is Y (g, v, ξ) ¼ (24.9, 24.9, 2.4, �2.4).

In Example 2, players 1 and 2 get negative NMMIvalue. Similarly player 4’s NMMI value

is also negative in Example 3. In both examples we have seen that a beneficiary’s NMMI

value is always negative when he/she has only links with the middlemen. In fact we prove

the following lemma.
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Lemma 6 If abeneficiarycanhaveaccess tohim/hernetworkonly through themiddlemen

with respect to a v2VMg, then him/her NMMI value is always negative for all IF ξ.
Proof. Consider i 2 N nM has only one connection with middleman j 2M with respect

to a v2VMg , and has no link with any other beneficiary. Then for each IF ξ 2 [0, 1)n with

ξi ¼ 0 8 i 2 N n M, it follows from Eqs. (40), (16),

Yiðg ,v,ξÞ ¼
X

g
0 �gnij

1

2

ðlðgÞ� lðg 0 Þ�1Þ!lðg 0 Þ!
ðlðgÞ�2Þ! vðg 0

+ ijÞ�ηlðg 0 Þ+ 1vðg
0 Þ

� �

¼
X

g
0 �gnij

1

2

ðlðgÞ� lðg 0 Þ�1Þ!lðg 0 Þ!
ðlðgÞ�2Þ! 1�ηlðg 0 Þ

� �
ηlðg 0 Þ +1vðg

0 Þ< 0

(41)

Thus Yi(g, v, ξ) < 0 for each IF ξ 2 [0, 1)n with ξi ¼ 0 8 i 2 N n M.
Remark 3 Observe that if g has at least one beneficiary i who has only connections with

themiddlemenwith respect to v2VMg then v can never bemonotonic. Thus Theorem 9.3

and Lemma 6 imply that i gets negative NMMI value for all such v2VMg . This idea is intu-

itive in the sense that when the beneficiary has access to the network only through themid-

dlemen in a game it is quite likely that he/she will not be able to garner significant benefit

from such networks as themiddlemen can then extract a large share of the profit from their

binding agreements. In international trade situations if middlemen refuse to trade with the

beneficiary, he/she is rendered helpless. This may end up in a compromise with him/her

payoff for the middlemen. Therefore, our NMMI value for him/her will be negative. Thus

in the next, we introduce a property, which ensures each beneficiary a positiveNMMIvalue.

Basically it guarantees that if beneficiaries also have connections among themselves, such

negative externalities and exploitations by middlemen can be avoided.

Definition 20 (Nonisolated Property). A network g satisfies the NIP with respect to

a network game v2VMg with middlemen if each of the beneficiaries having one link

withamiddlemanhasat leastonemore linkconnecting toanotherbeneficiary, that is, foreach

middleman i, if there exists j2N nM such that ij2 g then there existsk2N nM such that jk2 g.

Theorem 9.4 If g satisfies NIP with respect to v2VMg and the corresponding SIA fηg 0 >

1 j ∅ 6¼ g
0 � gg is directly proportional to the size of each g

0 � g, then Yi(g, v, ξ) > 0 for all

i 2 N n M and IF ξ.
ProofWhen g satisfies NIPwith respect to v2VMg for each i2N nM then there exists a

j 2 N n M such that ij 2 g. Thus from Eq. (40) it follows that

Yiðg ,v,ξÞ ¼
X

∅6¼gi�LiðgÞ

X
g
0 �gngi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ! vðg 0

+ giÞ�ηlðg 0 Þ+ lðgiÞvðg
0 Þ

� �

¼
X

∅6¼gi�LiðgÞ : gi 6¼fijg

X
g
0 �gngi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ! vðg 0

+ giÞ�ηlðg 0 Þ+ lðgiÞvðg
0 Þ

� �

+
lðgÞ�2

2
vðijÞ+

X
∅ 6¼g

0 �gnij

1

2

ðlðgÞ� lðg 0 Þ�1Þ!lðg 0 Þ!
ðlðgÞ�2Þ! vðg 0

+ ijÞ�ηlðg 0 Þ+ 1vðg
0 Þ

� �

¼
X

∅6¼gi�LiðgÞ : gi 6¼fijg

X
g
0 �gngi

1

2

ðlðgÞ� lðgiÞ� lðg 0 ÞÞ!lðg 0 Þ!
ðlðgÞ� lðgiÞ�1Þ! vðg 0

+ giÞ�ηlðg 0 Þ+ lðgiÞvðg
0 Þ

� �

+
lðgÞ�2

2
vðijÞ+

X
∅ 6¼g

0 �gnij : gk�g
0 :gk�gjM

1

2

ðlðgÞ� lðg 0 Þ�1Þ!lðg 0 Þ!
ðlðgÞ�2Þ! ðηlðg 0 Þ+ 1�ηlðg 0 ÞÞvðg

0 ngkÞ

(42)
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The result follows immediately.
Note that in Theorem 9.4, the condition which says that the SIA fηg 0 > 1 j ∅ 6¼ g
0 � gg is

directly proportional to the size of each g
0 � g is intuitive in the sense that more worth will

be generated when the number of links among players increases. However, it is worth

mentioning here that this condition is weaker than the condition of monotonicity.
g:
5 Empirical Illustration

In what follows we next present two examples to show the application of our model.

Example 4 (International Trade2 ). International trade is the exchange of goods and ser-

vices across national borders. In recent times theUnited States (USA) and China are two of

the biggest traders in the world. In 2017, USA has the world’s largest economy and China

the second largest. For the purpose of illustration, we select a small set of six top ranking

(in terms of value of trade) countries N ¼ {Mexico, USA, China, Hong Kong, Germany, the

UK}. We consider the real trade data among countries. We look at the net-export as a frac-

tion of total value of trade for each of them. The countries for which this is small are nat-

ural candidates for middlemen. We finally choose M ¼ {USA, China}, comprising of the

two biggest traders. The trade network between countries is as follows (Fig. 1 and Table 1):

Construct the network

g ¼fMexico�USA; USA�China; China�Hong Kong; China�Germany; USA�UK; UK�Germany

Then we define the game as follows:
vðg 0 Þ ¼ 0, if g
0 � gnfUK�Germanyg

scaled total trade among them, otherwise

�
(43)

The subnetwork values are given by the scaled trade values between these pairs and are
given in Table 2.

The values for the relevant parameters of our model η’s are also estimated by solving

Eq. (16) using the trade data. We decide that the value of ξ’s as the rate of increase of trade
in the game due to the presence of a middleman. These are given in Table 3.

Then the NMMI values are computed form the above data, yielding

Y ðN ,v,ξÞ¼ ð�1:746,1:55,1:55, �23:451,63:80255,59:986Þ
Mexico and Hong Kong have only connections with middlemen; therefore, their payoffs
are negative. UK and Germany have a link between them and thus they get positive

NMMI value.

Example 5 (Internet Server Traffic Data3 ). Internet is omnipresent in our lives nowa-

days. Topology of the internet, particularly peer-to-peer network has become an active
2This data is fromWorld Integrated Trade Solutions (WITS).We are grateful toDr. Bibek Ray Chaudhuri of IIFT,

Kolkata for his help.
3This data is fromCAIDA Public IPv4Macroscopic TopologyData Archive from the ArchipelagoMeasurement

Infrastructure. The data is on IPV4 DNS traffic for 1 day between servers. We are grateful to Dr. Susmita Ruj and

Mr. Soumojit Das of ISI Kolkata for their help.
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FIG. 1 The network g (with links numbered for referencing below).

Table 1 The Trade Network (Scaled Values)

Countries China Germany United Kingdom Hong Kong Mexico USA Total Export

China 0.295 0.624 0.925 2.051

Germany 0.344 0.260 0.971

United Kingdom 0.253 0.200 0.634

Hong Kong 0.463 0.554

Mexico 0.855 1.013

USA 1.000 0.169 0.813 2.318

Total import 2.076 0.870 0.588 0.723 0.921 2.363 7.542

Table 2 Values of the Subnetworks (Nonzero Only)

Subnetworks Value Subnetworks Value Subnetworks Value Subnetworks Value

{6} 0.513 {1,2,6} 4.106 {1,2,3,6} 4.475 {1,2,3,4,6} 5.562

{1,3,6} 2.807 {1,2,5,6} 4.747 {1,2,3,5,6} 5.114

{1,6} 2.438 {1,4,6} 3.525 {1,2,4,6} 5.193 {1,2,4,5,6} 5.832

{2,6} 2.181 {1,5,6} 3.077 {1,3,4,6} 3.894 1{,3,4,5,6} 4.533

{3,6} 0.882 {2,3,6} 2.55 {1,3,5,6} 3.446 {2,3,4,5,6} 4.276

{4,6} 1.6 {2,4,6} 3.268 {1,4,5,6} 4.164

{5,6} 1.152 {2,5,6} 2.82 {2,3,4,6} 3.637 {1,2,3,4,5,6} 6.201

{3,4,6} 1.969 {2,3,5,6} 3.189

{3,5,6} 1.521 {2,4,5,6} 3.907

{4,5,6} 2.239 {3,4,5,6} 2.608

Table 3 Estimates of Relevant Parameter Values

Country ξi Yi

η2 1.719 China (M) 0.25 1.55025

η3 1.754 Germany

η4 1.453 United Kingdom

η5 2.236 Hong Kong, China

η6 1.194 Mexico

USA (M) 0.25 1.55025
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area of research. For our numerical illustration, we take one day’s DNS traffic data (July 1,

2008). For the sake of computational feasibility, we collapse the data into that between

clusters of IP addresses, creating only six clusters, which are numbered as {0, 1, 2, 3, 4,

5}. These are the nodes or players of our game. The total volume of traffic between each

pair of node is the value of a link. We look at net (incoming-outgoing) as a fraction of total

volume of traffic for each of them. The clusters for which this is small are natural candi-

dates for middlemen. We finally chooseM¼ {1, 3}, comprising of the two biggest clusters.

The DNS traffic network between clusters is given in Fig. 2 (Table 4).

Then we define the game as follows:

vðg 0 Þ ¼ 0, if g
0 � gnfeg

scaled total volume of traffic among them, otherwise

�
(44)

The subnetwork values are given by the scaled traffic values between these pairs and
are given in Table 5.

The values for the relevant parameters of ourmodel η’s are also estimated from the traf-

fic data. We decide on a reasonable values of ξ’s also. These are given in Table 6.

Then the NMMI values are computed from the above data, which is

Y ðN ,v,ξÞ¼ ð�17:21179547, 0:4854, �17:23280539, 0:4045, 5:523549879, 2:294841605Þ
As before we again see that the two isolated clusters, 0 and 2, who has connections only
with middlemen, receive negative payoffs. Clusters 4 and 5 have a link between them and

thus they get positive NMMI value.
2

1(M) 3(M)b

a

0

c
f

e

d

5

4

FIG. 2 The network g (with links numbered for referencing below).

Table 4 The Scaled Traffic Values

Node 0 1 2 3 4 5 Outgoing

0 0.064 0.064

1 0.071 0.124 0.195

2 0.030 0.030

3 0.019 0.067 0.086

4 0.103 0.137 0.358 0.598

5 0.200 0.186 0.259 0.645

Incoming 0.103 0.218 0.137 0.257 0.353 0.550 1.618



Table 5 Values of the Subnetworks (Nonzero Only)

Subnetworks Value Subnetworks Value Subnetworks Value Subnetwork Value

{e} 0.089 {a,b,e} 0.422 {a,b,c,e} 1.0397 {a,b,c,d,e} 1.364

{a,c,e} 0.874 {a,b,d,e} 0.7461 {a,b,c,e,f} 1.129

{a,e} 0.256 {a,d,e} 0.580 {a,b,e,f} 0.5115 {a,b,d,e,f} 0.836

{b,e} 0.255 {a,e,f} 0.345 {a,c,d,e} 1.1977 {a,c,d,e,f} 1.287

{c,e} 0.707 {b,c,e} 0.873 {a,c,e,f} 0.9631 {b,c,d,e,f} 1.286

{d,e} 0.413 {b,d,e} 0.579 {a,d,e,f} 0.6696

{e,f} 0.178 {b,e,f} 0.345 {b,c,d,e} 1.1968 {a,b,c,d,e,f} 1.618

{c,d,e} 1.031 {b,c,e,f} 0.9621

{c,e,f} 0.796 {b,d,e,f} 0.6686

{d,e,f} 0.503 {c,d,e,f} 1.1202

Table 6 Estimates of Relevant Parameter Values

Node ξi Yi

η2 2 0

η3 1.94 1 (M) 0.3 0.4854

η4 2.963 2

η5 4.840 3 (M) 0.25 0.4045

η6 3.756 4

5
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Thus in both the examples, even though the middlemen ({USA, China} and {1, 3})

increase the worth, it does not guarantee that all participating countries will benefit. To

ensure positive payoffs, we need NIP.
6 Conclusion

The role and importance of middlemen in many relationships are manifested. In partic-

ular, situations where middlemen augment the value of a transaction but which does not

benefit all parties concerned is amatter of great interest to economists, political scientists,

and network architects alike. In this chapter we proposed a newmodel for Network games

involving middlemen. The proposed NME value as a solution for this class of games is

characterized using the axioms of linearity, middlemen, monotonicity, anonymity, and

efficiency. We then show that, unfortunately, the efficiency of the NME value is consistent

for a very narrow class of networks along with the other four axioms. Thus we proposed an

alternative allocation rule replacing the axiom of efficiency by multilateral interactions to

covermany possible networks and called this allocation rule as the NMMI value. However,

the NMMI value is not efficient. Thus we can normalize the NMMI value in the line of van

den Brink and van den Lann [14, 15]. The normalization and characterization of the NMMI

value is kept for our future study.
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But the NMMI value does not guarantee that concerned parties will all benefit (i.e., get

positive payoffs). Tomake that happen, we actually need the players to have linkswith other

(beneficiary) players.When themiddleman realizes that trade is possible only through him/

her intermediary activities it is natural that he/she showsmonopolistic behavior leading to a

negative payoff to those involved in him/her network. But if the beneficiaries also have

direct connections among themselves, their bargaining capabilities increase and so the

middleman cannot show monopolistic behaviors. This feature we characterize as our

NIP. We finally show that NIP indeed guarantees that all parties benefit strictly from the

presence of a middleman. Using international trade and DNS internet server traffic data

we create two numerical illustrations to highlight and substantiate our theoretical findings.
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1 Introduction

Social network analysis is a widely used tool to understand various kinds of social struc-

tures with the use of network theory and graph theory. Analysis of social structures is used

in order to understand a variety of interactive network structures such as network of kin-

ship, network of scientific collaboration, propagation of contagious or sexually transmit-

ted diseases, propagation of news or advertisement, amongmany other. In social network

analysis, each agent of an interaction can be considered as a node, and each interaction

can be considered as an edge in a network. Every interaction structure can bemodeled as a

network and network theory can be applied onto the network in order to understand the

pattern of interaction, propensity of propagation, clustering of importance, and so on.

Social network analysis has emerged to be a key tool in computational sociology [1].

Also, there are extensive uses of social network analysis in economics [2], history [3], com-

munication studies [4], development studies [5], anthropology [6], biology [7], computer

science [8], among other disciplines. Social network analysis is also used as a primary tool

in security industry where identification of communication cluster is often used for iden-

tifying security threats.

There are four principal approaches to carry out a social network analysis in an inter-

active structure: namely, structural approach, resource-based approach, regulatory

approach, and dynamic approach [9]. The structural approach primarily looks at the

weight of the interaction edges between the nodes and the geometry of the structure is

the key parameter in this approach. Resource-based approach deals with attracting

resources through exploiting the position in a network. Resource-based approach talks

about individual resources and differentiating the access to individual resources based

on the relative location of individuals in a resource-based network. The regulatory

approach studies the change in the behavior of the agents due to various changes in

the norm, rules, or sanctions within a network. Regulatory approach deals with the
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00010-4
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questions of information dissipation, influences in a network, importance of an agent in a

network, and so on. This approach depends on successful simulation or modeling of soci-

etal or organizational roles in order to understand the process of information flow within

the network. Dynamic approach of social network analysis assumes that the agents, their

behaviors, and their interaction patterns change over time. The questions of how new

links are made, how old rituals become obsolete are answered using the dynamic

approach of social network analysis.

Social network analysis uses different kinds of models and algorithms to solve different

problems pertaining to the network. While graph models can be used for understanding

the economic and communication links between people, use of centrality measures and

other local graph properties can be used to identify the hub of information flow, or the

mapping of important nodes within a network [10]. The specific research question drives

the choice of model and algorithm for analysis the network. The method of community

detection and analysis of subgroups allows one to study the stability of a subgroup within

a larger network. Structural equivalence of participants, role algebras, detection of diads,

and triads are some other important models and algorithms of social network analysis,

which are used frequently.

In this chapter, we attempt to understand the pattern of human social connection.We

have observed that in the daily run of life, people always choose their fellow travelers in

some way or other. We hypothesize that such a choice of connection is not random,

rather it follows a well-defined dynamic process. As examples, in a public transport,

when someone is choosing a seat amongmany available, or when an undergraduate stu-

dent is deciding on the supervisor for her graduate studies, or when a child goes to

school and instantly makes friend with a certain section of children and not all, it sug-

gests a manifestation of a specific preference of connecting to some kind of people over

the others. We, in this chapter, present the results of a survey that was done in order to

understand the preference structure that determines the pattern of human social

connections.

We show that the identity of a human being who is choosing her acquaintances,

prot�eg�ees, seat-neighbors, and other connections is of supreme importance in order to

understand the nature of the prevailing preference structure. We study the relationship

between human activity of building connections and her identity through an extensive

survey in this chapter. While the identity of human beings can have various meanings

based on the context of discussion, we try to collate every single identifier of a human

being to form its identity, as a specific and unique identifier of its self. These can be reli-

gious identity, caste identity, economic identity, professional identity, historical identity,

gender identity, sexual identity, and many more such identities describing a person’s cur-

rent and previous states of being. Our notion of identity combines every such identities

together to form any individual’s “Identity vector” of which each identity mentioned ear-

lier will be a member. The identity vector will be used to identify each individual in order

to find out if there is any specific observable and testable pattern of connecting to other
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people with respect to that identity, or any of its variables. Ourmodel of using identities to

explain social and economic activities takes its cue from Akerlof and Kranton [11].

We chose to observe the network that forms around any person due to her past and pre-

sent being, throughher familial ties, societal relationships, personal relationships, andpro-

fessional acquaintance. The people and individual connect to during all such either

obligatory or strategic environments make her network. We record the nature of this net-

work through the perception of the individual around whom the network is developed in

order to findout the revealedpreferencesof the individualwhile connecting tootherpeople

in its life.We also record the identity characteristics of eachmember of the individual’s net-

work, asobservedby the individual concerned.Thus,we findout the identitycategories that

remain unknown to the individual about a member of its network. The knowledge (or the

lack of it) reveals the awareness level regarding to that specific identity category. For exam-

ple, if we find that an individual does not know the caste of its close friend, we derive that

caste was not instrumental in sustaining that particular edge of its friendship network. We

also look at certain “openness” feature observed through the networks. We observe the

character of a person’s network and create a metric of the person’s openness based on

the number of persons dissimilar with its self. Wewill discussmore about the construction

of thesemetrics later.We observe a number of individuals fromvarious strata of the society

to gather the data of their networks and the identities of themembers of those networks as

perceived by them. The revealed preferences regarding the decisions of their strategic con-

nections combined with their own identity variables enable us to find a definite linkage

between identities and the conscious choice of agents in one’s network.

Our argument about the importance of one’s identity being the primary decisionmaker

behind one’s social network originates from the economic understanding of the sociolog-

ical concept of “Cultural Capital” [12], which is the qualitative characteristics of a human

being that enables the person to access certain amenities provided by the society. Religion,

race, caste, gender, sexuality, educational level, economic level, and all such characteris-

tics of a person’s identity contributes to the person’s cultural capital that enables a person

to be in a certain agentive position in the society. According to Bourdieu, cultural capital

can be embodied, objectified or institutionalized. We are concerned about the embodied

cultural capital in building our argument. The embodied form of cultural capital is not a

static identifier of a person. A person can acquire cultural capital through various means

of “self-development.”

Most of the properties of cultural capital can be deduced from the fact that, in its fun-

damental state, it is linked to the body and presupposes embodiment. The accumu-

lation of cultural capital in the embodied state, that is, in the form of what is called

culture, cultivation, building, presupposes a process of embodiment, incorporation,

which, insofar as it implies a labor of inculcation and assimilation, costs time, time

which must be invested personally by the investor.
Bourdieu [12]
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Cultural capital and economic capital give birth to another kind of capital that is “Social

Capital” [12, 13]. Social capital, according to Bourdieu, is

…the aggregate of the actual or potential resources which are linked to possession of a

durable network of more or less institutionalized relationships of mutual acquain-

tance and recognition—or in other words, to membership in a group—which pro-

vides each of its members with the backing of the collectively-owned capital, a

“credential” which entitles them to credit, in the various senses of the word.

Thus, the appropriation of social capital enables oneself to aim for another network or

institution that embodies even more resource and hence, increases the person’s cultural

capital. We hypothesize that the activity of network building observed in human beings is

entirely driven by the urge of acquiring cultural capital through “a durable network of

more or less institutionalized relationships of mutual acquaintance and recognition.”

Moreover, once the person is assured of the membership of the institutionalized network,

that membership in turn increases further opportunities for enhancing the person’s cul-

tural capital. We believe that the process of human network building continues through

this route of appropriation and re-appropriation of cultural capital through building one’s

own network.

The concept of Cultural Capital has been widely used in various disciplines of social

sciences and humanities, as a theoretical tool to investigate and define various locations

of sociocultural and political marginalization within the power structure. For example,

studies have been done on how Cultural Capital plays a crucial role in the domain of edu-

cation system [14–21]. Sometimes, the concept of Cultural Capital has also been critiqued

for its deterministic nature [22, 23]. However, whereas Cultural Capital, as a theoretical

tool of defining identity, talks extensively about its relation with other forms of capital,

especially Economic Capital, it has been little used in Economics as a defining tool of

socioeconomic relationship in a society, though the use of the term Cultural Capital

has been exported to Economics with varied connotations [24, 25]. Social capital that gets

enabled by cultural capital and economic capital is the ability of individuals or groups to

access resources that are indigenous to their network. Social capital can give birth to other

forms of capital such as human capital in terms of favor or intellectual capital in terms of

new information or expansion of knowledge [26]. Lin et al. [27] defines social capital as

“investment in social relations with expected returns in the marketplace.” According to

this framing, social capital is created through the interactions in the social networks a per-

son creates and the expectations of the future resources that the network embeds in itself.

Social capital can be of two types, “bridging” and “bonding” [28, 29]. Bridging capital is

often associated with the ties, which connect two different clusters in a network that felic-

itates propagation of novel information [30]. Bonding capital, on the other hand, is gen-

erated by strong ties within a cluster through repetitive interaction and that is

characterized with higher levels of trust, support, and intimacy. Weaker ties (such as a

friend of a friend) are more likely to be bridging ties and thus provide access to novel
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information [31] and diverse perspectives (associated with bridging social capital). We

deal with both types of ties here in the terms of filial and affilial relationships. The cultural

capital acquired through filial ties, we assume, is either impossible or tough to change, and

the utility acquired from such ties remains more or less constant. On the other hand, the

affilial ties are the ones that a person can choose in order to maximize the cultural capital

of one’s own.

We divide the chapter in the following sections. In the next section the theoretical

ground of the analysis is established using the concept of openness and awareness.

Section 3 presents the details of the survey and the questionnaire. The mathematical def-

inition and formulation of openness and awarenessmetrics are presented in Section 4.We

discuss the outcome of the survey with tables and figures in Section 5, and subsequently

conclude in Section 6.

2 Openness and Awareness

In order to understand the nature of the connection between people, it is imperative to

understand their own identity as well as the identity of everyone in their network. Taking

the cue from Akerlof and Kranton [11], wemodeled the identity of a person in a form of an

identity vector. Identity of a person hasmany components, a combination of whichmakes

the unique identifier of a person. For the ease of modeling, we have started with four iden-

tity categories by which we are defining a person. The four identity categories are religion,

income group, caste, and gender. We understand that there are many more identity

categories, such as language, area of residence, occupation, education level, migration

history, and so on, that build the unique identity of a person. But for the sake of conve-

nience, as a starting point, we are trying to show the pattern of connection between people

using the four aforementioned categories.

In each of the categories, we start with various identities that form a mutually exclu-

sive and collectively exhaustive list of components to that category. For the category

religion, we have considered Hindu, Buddha, Jain, Christian, Muslim, and others. For

the category of income group, we have considered four identities as four income groups,

namely, 0–5000 INR per month, 5000–10,000 INR per month, 10,000–40,000 INR per

month, and more than 40,000 INR per month. In the caste category we have considered

four sections, namely, general caste (GC), scheduled caste (SC), scheduled tribe (ST),

and other backward classes (OBC). While analyzing, we have also noticed that many

people did not disclose their caste, or people from non-Hindu religion were confused

about the category. We have created another caste identity as undisclosed (UD) for those

respondents. For the category gender, we consider male (M), female (F), and third gen-

der (TG) for our analysis.

Building on the base of identity categories and identities within those categories, we

form each person’s category as a vector of identities, each belonging to one category. Thus,

a person will be denoted as (R, I, C, G), where R will denote the religion, I will denote the

income group, C will denote the caste, and G will denote the gender of the person.
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In order to understand the pattern of connection between people, it is essential to

understand the interconnection between the identities while the network is forming.

To understand the pattern of the interconnection between the identities within each iden-

tity category and between the identity categories, we have defined the concept of open-

ness. Openness will denote how open one identity is to incorporate other identity within

that identity category into her/his network. For example, a behavior of having an SC friend

in the network of a GC person is amanifestation of an “open” behavior, while the presence

of an SC person in an SC person’s network is considered as “closed.”Wemeasure openness

using the proportion of people present in one’s network who are from a dissimilar identity

within that identity category. Thus, we can measure religion openness, income openness,

caste openness, and gender openness. We compare these values of openness between the

identities within the same category in order to understand the pattern of connection.

Thus, we compare the caste openness between GC and non-GC respondents, income

openness between high- and low- income respondents, and so on. The mathematical for-

mulation of openness is presented in Section 4.

Apart from openness, another concept that we wish to deal with is called awareness.

Openness, as we described earlier, is a matter of informed choice. A person decides

whether to connect with another person based on her/his knowledge of the identity of

the other person. But it is also possible that while connecting, one is not interested to know

“all” the identities of the person to whom they are connecting. Thus, a question of aware-

ness about some identities of the other person also defines a pattern of connection where

we can try to find out which identitiesmatter for whom, andwhich identities are not worth

knowing about. For example, if a person does not know her friend’s salary (range) but still

recognizes the friend as a part of her connection, it can be said that the income group of

the friend did not play any part in creating the connection. As this calls for a distinct mea-

sure of connection properties that is different from the informed choice measure of open-

ness, we have defined the concept of awareness based on this behavior. The measure of

awareness is also defined similar to the measure of openness. We find out the proportion

of the network or subnetwork the respondent is aware about regarding to a specific iden-

tity, and from there, we prepare an awareness metric. Thus we can find out the caste

awareness, gender awareness, and so on. The mathematical formulation of awareness

is presented in Section 4.
3 Survey Details

Our survey was carried out during the months of November 2014 to June 2015. We had

surveyed a total of 191 individuals spread over various social and economic strata. The

respondents of our survey were mostly located in and around Kolkata, India primarily

for the economic and locational feasibility as the surveyors and the researchers both were

based in Kolkata. We consciously tried to achieve as much variation as possible in the

social, economic, and cultural backgrounds of the people surveyed in our sample in order

to maximize the diversity in the pool of identities we gather to observe their behavior.
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We had adopted a two-tier sampling scheme where in the initial phase we had divided

our target population into various strata and then within those strata, we did either a sim-

ple random sampling or a snowball sampling. We had stratified our population based pri-

marily on their occupation. The strata those we had identified before doing a random

sampling within them were

(i) university student,

(ii) university teaching staff,

(iii) university nonteaching staff,

(iv) information technology sector workers (white collar),

(v) industrial blue-collar workers,

(vi) industrial white-collar workers,

(vii) unorganized sectors’ workers,

(viii) beauty workers (both employed and self-employed),

(ix) sex workers,

(x) people with nonnormative sexuality (lesbian/gay/bisexual/transsexual—LGBT),

(xi) auto rickshaw drivers, and

(xii) cycle rickshaw drivers.

We had adopted a snowball sampling method for sampling from the sex workers and the

LGBT population due to their constitutionally unrecognized existence in the society, while

the rest were sampled by the method of simple random sampling.

Our respondents, who were randomly selected from the various strata mentioned ear-

lier, were asked a set of questions regarding their various categories of identities like reli-

gion, caste, gender, sexuality, language, income, educational background, migration

history, parents’ details, and so on. They were also asked the same questions regarding

their spouse (if any), children (if any), siblings (if any), and five most important persons

in each of the three affiliative networks “Friends,” “Colleagues,” and “Neighbor” to have an

idea about the identity of the agents that is formed centering the respondent. In this way,

we got information about the various identities of 191 persons and their knowledge about

the identities of their network consisting of 2305 persons.

The importance of this methodology of designing the questionnaire centers around

the idea of revealed preference. We did not want to get “accurate” information

about the persons in the network of the respondent. Rather, we asked the respondent

about them, in order to understand what the respondent knows/thinks about them.

This helped us in understanding the critical perceptions about the identity of the

neighbors, colleagues, and friends by virtue of which they were selected by the respon-

dent. Also, upon matching the identity categories of the persons in one’s network with

that of the respondent’s, we can identify steady patterns of connections between var-

ious identities in the society. In our questionnaire, we have tried to incorporate as

many components of identity as possible, but for the sake of the analysis, we have used

only three of those components, namely, gender, caste, and income group, in the later

section of this chapter.
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4 Openness and Awareness Metric

In this section we will define the theoretical background that we use to find the relation-

ship between identity and network formation. Using the data on the person’s Caste,

income, religion, and gender, one of our primary interests will be to know if a person

mingles more in its own group according to these four categories, or is more “open” in

its social behavior.

To understand the nature of the connections between various identities, we frame our

variables as follows. We start with labeling the identity categories caste, income, religion,

and gender as 1, 2, 3, and 4, respectively.We create some qualitative response variables like

I i¼1
j ¼GC,SC,ST,OBC, where i¼ 1 denotes the category caste and j the person concerned.

We create similar variables for each category.

Now, we define

di¼1
jl ¼

0 if I i¼1
j ¼ I i¼1

l

1 otherwise

(
(1)

Then the unscaled measure of openness is put forward as
Mi¼1
j ¼Σ

l
di¼1
jl (2)

We also get the following variables from the data collected through the survey (details
follow):

Fj ¼Total number of friends reported by the person j (3)

Nj ¼Total number of neighbors reported by the person j (4)

Cj ¼Total number of colleagues reported by the person j (5)

From these variables, we compute Totalj ¼ Fj + Nj + Cj. Now the openness index for the
person j with respect to caste can be defined as

Oi¼1
j ¼ Mi¼1

j

Totalj
(6)

Clearly this “openness” index lies within 0 and 1.
In the next step, we build an awareness index for our analysis. Awareness index mea-

sures the level of awareness about various identities of the people creating a person’s net-

work. We assume that if a person is unaware of some identity of any member of the

network, it means that specific identity did not carry any importance toward creating that

specific connection. The overall awareness indexwith respect to any identitymeasures the

“importance” of that identity in building one’s network.

We create the following indicator variables for the person j and one of his acquain-

tances k.

Ai¼1
jk ¼ 1 if j knows thecaste of k and

0 otherwise

�
(7)
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Ai¼2
jk ¼ 1 if j knows the income of k and

0 otherwise

�
(8)

Ai¼3
jk ¼ 1 if j knows the religion of k and

0 otherwise

�
(9)

Then, Ai¼1 ¼ΣN Ai¼1,Ai¼2 ¼ΣN Ai¼2, and Ai¼3 ¼ΣN Ai¼3:
j k¼1 jk j k¼1 jk j k¼1 jk

So an overall awareness index for person j with respect to caste can be

ai¼1
j ¼ Ai¼1

j

Totalj
(10)

Also, as we have defined the distance function d we can define the relative distance
function Rd as follows:

Rdi¼1
jl jj¼SC ¼ 0 if I i¼1

l ¼ GC or SC
1 otherwise

�
(11)

Then relative openness can be formulated as:
ROi¼1
j¼SC ¼

Σ
l
Rdi¼1

jl jj¼SC

Totalj
(12)

and likewise for other categories.
5 Results and Discussion

5.1 Descriptive Statistics

We present various descriptives in Tables 1–6 for a detailed understanding of the outcome

of the survey.

In Table 1, we have presented the outcome of the survey by segregating our population

by caste. We have seen that a sizable portion of the respondents did not choose to reveal

their caste. This can be attributed tomainly three reasons. Some of the respondents might

want to not associate their identity with their caste, and hence, they chose to not report
Table 1 Descriptives of the Sample by Caste

Characteristics General OBC SC ST Undisclosed Grand Total

Married 52 3 15 2 39 111

Avg. children 1.37 1.5 1.87 1.67 2.89 1.94

Avg. other caste 0.75 3 2.39 1.8 1.17

Avg. age 36.26 32.66 36.26 25.6 42.66 37.71

Avg. income 1.28 0.66 0.68 0.6 1.39 1.2

Avg. neighbor 2.16 0.5 2.4 1.8 4.44 2.84

Avg. friend 2.44 0.5 2.41 1.8 4.66 3.04

Avg. colleague 2.06 2.5 1.77 1.66 4.58 2.82

Total 99 3 25 5 51 183



Table 2 Descriptives of the Sample by Gender

Characteristics Male Female Third Gender Grand Total

Married 92 17 2 111

Avg. children 1.86 2.68 0.1 1.94

Avg. other caste 1.27 0.66 2.57 1.17

Avg. age 40.64 32.04 29.90 37.71

Avg. income 1.27 0.95 1.45 1.2

Avg. neighbor 2.74 2.6 4.81 2.84

Avg. friend 2.89 3 4.81 3.04

Avg. colleague 2.68 2.60 5 2.82

Total 124 48 11 183

Table 3 Descriptives of the Sample by Income

Characteristics 0 1 2 3 Grand Total

Married 26 25 40 20 111

Avg. children 2.36 2.6 1.26 1.3 1.94

Avg. other caste 1.58 0.88 1.81 0.16 1.17

Avg. age 32.45 38.23 39.65 45.90 37.71

Avg. neighbor 3.26 2.14 3.60 1.71 2.84

Avg. friend 3.42 2.30 3.87 1.90 3.04

Avg. colleague 2.92 2.45 3.60 1.61 2.82

Total 58 51 53 21 183
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their caste. Another reason of not disclosing their caste is the discomfort of disclosing their

caste due to various social conditions prevailing in the society. Also, as caste system is pri-

marily a Hindu construct, it is not hard to imagine that the population from non-Hindu

religion may choose to stay out of that. We can see that the income distribution is signif-

icantly skewed in terms of caste. Respondents who belong to the general caste category,

and who chose not to reveal their caste has a significantly higher average value compared

to the socially backward castes. Here we have defined four income groups, 0, 1, 2, and 3. 0

denotes the monthly income from 0 to 5000 INR, 1 denotes a monthly income of

5000–10,000 INR, 2 denotes a monthly income of 10,000–40,000 INR, and 3 denotes a

monthly income above 40,000 INR. Another significant observation that can be made

from the table is the average number of affiliative connections (i.e., friends, colleagues,

and neighbors), who are from a different caste category from the respondent’s. This is pre-

sented in the “Avg. other caste” row of the table. We can see that there is a significant dif-

ference in this parameter between various caste categories. We observe that people from

lower caste category has much higher tendency to make connections with people from

other caste categories while people from general caste category mostly tend to keep a

tightly bound caste-based network around them. Here, connections are not seen as a

two-way activity as our way of collecting the data only presents one way of a network
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Table 6 Descriptives of the Sample by Income and Gender

Income Gender Married
Avg.
Children

Avg.
Other
Caste

Avg.
Age

Avg.
Neighbor

Avg.
Friend

Avg.
Colleague Total

0 26 2.36 1.58 32.45 3.26 3.42 2.92 58

M 22 2.7 2.09 37.63 3.48 3.51 3.33 39

F 3 1.14 0.84 21.64 2.5 3.08 0.85 17

TG 1 1 0 26 4 4 5 2

1 25 2.6 0.88 38.23 2.14 2.30 2.45 51

M 22 1.73 1.13 40.06 1.46 1.55 1.53 30

F 3 4.23 0.27 35.89 2.94 3.17 3.62 19

TG 0 0 1.5 33 5 5 5 2

2 40 1.26 1.81 39.65 3.60 3.87 3.60 53

M 31 1.5 1.41 41.05 3.57 3.84 3.5 37

F 8 1.37 1.33 41.44 2.5 3 2.71 9

TG 1 0 3.75 30.14 5 5 5 7

3 20 1.3 0.16 45.90 1.71 1.90 1.61 21

M 17 1.35 0.2 47.16 1.77 1.94 1.72 18

F 3 1 0 38.33 1.33 1.66 1 3

Total 111 1.94 1.17 37.71 2.84 3.04 2.82 183

Table 5 Descriptives of the Sample by Income and Caste

Income Caste Married
Avg.
Children

Avg.
Other
Caste

Avg.
Age

Avg.
Neighbor

Avg.
Friend

Avg.
Colleague Total

0 26 2.36 1.58 32.45 3.26 3.42 2.92 58

General 7 1 0.95 26.96 2.5 2.77 1.42 30

OBC 1 21 1

SC 6 2.5 2.54 35 3.36 3.63 2.7 11

ST 2 2.5 2.66 27 2.33 2.33 2.5 3

UD 10 3.83 45.30 4.69 4.61 4.91 13

1 25 2.6 0.88 38.23 2.14 2.30 2.45 51

General 13 2.33 0.75 36.96 2.16 2.48 2.625 29

OBC 2 1.5 3 38.5 0.5 0.5 2.5 2

SC 7 1.36 0.88 37.72 1.36 0.9 0.7 11

ST 0 0 21 1 1 1

UD 3 5.37 45.62 3.75 4.12 4.12 8

2 40 1.26 1.81 39.65 3.60 3.87 3.60 53

General 15 0.7 1.11 39.77 2.73 3 2.75 22

SC 2 1.66 6.33 34.5 2.66 3 2.5 3

ST 0 0 1 26 1 1 0 1

UD 23 1.72 40.44 4.48 4.83 4.51 27

3 20 1.3 0.16 45.90 1.71 1.90 1.61 21

General 17 1.11 0.16 46.33 1.16 1.38 1.05 18

UD 3 2.33 43.33 5 5 5 3

Total 111 1.94 1.17 37.71 2.84 3.04 2.82 183
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connection. A person from a scheduled caste categorymight think that a person from gen-

eral caste category is her favorite colleague, but that is not necessarily true for the other

person. Thus, the revealed preference toward connecting or aspiring to connect to other

caste category is much higher in lower caste than in upper caste. If we look at the average

number of neighbor, friend, and colleague reported by people from each caste, we can see

that those who have chosen to not disclose their caste identity has the highest number of

affiliative connections reported. The average number of colleagues reported is also indic-

ative of the social mobility to an extent as working in pubic spaces and getting exposed to

people in general comes with certain extent of entitlement and social capacity.

In Table 2, we have divided the population by gender and has presented the descrip-

tives based on gender. The pool of respondents is a predominantly male one as can be

seen from the table. Also, the percentage of married respondents is much higher in

men than in women and understandably, than in the third gender category. The average

number of connections from the other caste category is also significantly different

between men and women. The table shows that if we divide the population by gender,

we will observe that men have much more loosely bound social community in terms of

caste than women. Interestingly, the average number of connections from the other caste

category is significantly high in the third gender category. One possible explanation for

this fact can be that their social marginalization probably does not leave much space

to bother for caste when it comes to make social connections. Also, the average income

is higher for the men than the women in the population. The fact that the highest average

income is seen for the third gender category may be for the fact that most of our respon-

dents from the third gender category were from the entertainment industry. In terms of

reporting of neighbors, friends, and colleagues, there is not much difference between

men and women, whereas the third gender category has reported the maximum number

of such affiliative connections. This is indicative of a larger community structure for the

people from third gender.

In Table 3, we divide our sample into four different income groups and observe the

characteristics of them. As mentioned earlier, we have defined four income groups,

0, 1, 2, and 3. 0 denotes the monthly income from 0 to 5000 INR, 1 denotes a monthly

income of 5000–10,000 INR, 2 denotes a monthly income of 10,000–40,000 INR, and 3

denotes a monthly income above 40,000 INR. We can observe from the table that a lower

income respondent has more number of children in average than a higher income indi-

vidual. There is a significant difference in the number of people from other castes in the

respondent’s network between the highest income group and the rest. It shows that

respondents earningmore than 40,000 INR permonth tend to belong in a community that

is defined by caste to a large extent, while the others show increased level of openness

toward having people from other castes in their network. In terms of average number

of affiliative connections reported, it is observed that the highest income group has

reported the lowest number of connections, while the rest are consistent about the report-

ing. This shows that the community of the economically elite community is thinner than

the community of the people from the economically lower strata.
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In Table 4, we show the two-way classification of the sample as we divide the sample

based on caste and gender. This table shows that the openness toward other caste mem-

bers between different genders vary between different castes. For example, within the

general caste, openness toward other caste is much pronounced in the male population

than in the female population, whereas within the scheduled caste community, open-

ness toward other caste is more pronounced within women than within men. Similar

observation can be drawn regarding average income too. Within general caste category,

male members have significantly higher earning than female members, while within

scheduled caste category, female members’ average earnings are better thanmale mem-

bers’. In case of listing favorite colleagues, friends, and neighbors, in most of the identity

combinations, male and female respondents showed similar behavior, except one case.

In the general caste category, the number of affiliative connections reported by men is

significantly lower than that reported by women. As mentioned earlier, the number of

such connections can be used to understand the sociability of an identity, in a broad

sense, and it also denotes the community strength and size. While we find upper caste

women having least number of people from other caste in their network, we can also see

that they have a fairly large network around them. Scheduled caste women have very

high openness toward other caste, but they have really small network around them,

and the lack is more pronounced in the number of colleagues reported. The low number

of colleagues reported by scheduled caste women can be indicative of their low presence

in organized employment sector.

Table 5 refers to the survey outcome divided by income and caste. From this table, we

see that the number of connections reported from the affiliative networks differs heavily

between the people from very high income who are from general caste category and

the people from other categories. In Table 1, we had seen how the openness toward people

from other caste differs between higher caste and lower caste people. From this table we

can see thatmost of such a difference is contributed by the respondents from themid-high

income, and from the lowest income. Also, from the significant difference of reporting of

friends, colleagues, and neighbors between those who have disclosed their caste and those

who have not, it can be seen that those who does not like to reveal their caste identity

belongs to a bigger social network than others. Also it can be observed that those who

did not disclose their caste identity, throughout all the income groups, have a larger family

than others. One of the few probable reasons for the group of undisclosed caste having

larger family is the fact that some Muslim people and Christian people may not have

reported their caste position. As it is seen in this country than Muslim families are on

an average larger than the others, the family size of the group who did not disclose their

caste may have gone up for that.

In Table 6, we present the data in the identity combination of income group and gen-

der. We can observe from this table that there is a significant difference in the openness of

having people from other caste in the affiliative network between men and women of

lower income group. Men and women from higher income groups do not showmuch dif-

ference in the caste openness. In the lowest economic group, the number of colleagues
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reported by women is significantly lower than men. The number of average friends and

neighbors between men and women in this economic group is comparable. This hints

at low presence of women in the lowest grade of organized employment.

5.2 Interaction Pattern

Apart from the descriptive tables, another way of understanding the properties of the

networks around the respondents is to look at the interaction percentages between

various identities reported by the respondents. Table 7 summarizes the interaction per-

centages of the respondents to various identities. Here we have considered income

group, gender, and caste as the three defining variables in order to construct the identity

of a person. For the sake of easier presentation and understanding, we have reduced the

number of identities in each identity category to two. In the nomenclature presented in

Table 7, every identity is denoted by a three-digit number. The first digit represents the

income group, the second digit represents the gender, and the third digit represents the

class. Income group is divided into two parts, 0 and 1. 0 denotes the group of people hav-

ing 0–20,000 INR of income per month and 1 denotes the group of people having more

than 20,000 INR of income per month. Gender is divided into two groups as male and

others. 0 in gender denotes the nonmale category while 1 denotes male. Caste is also

reduced to two sections where 0 denotes the nongeneral caste category and 1 denotes

the general caste category. Thus, an identity 101 refers to the identity of an upper class,

nonmale, upper caste person and an identity 010 refers to a lower class, male, lower caste

person, and so on.

Table 7 gives us an idea about the importance of the various identity categories and

very broadly presents us with the relative importance of those. In each row, the highest

interaction percentage is highlighted, and from that we can see that caste seems to be

the primary agent of building a social network for the respondents in our survey. Similarly,

we can see that income group, or economic strata are the most fluid element of the net-

work, where movement across income groups is a frequent phenomenon. Gender resides

somewhere between caste and income group and if we look at the second largest value at

every row, we can find out that after caste, gender is the parameter where “homophily” is

observed.
Table 7 Interaction Percentages

111 101 011 001 010 000 100 110

111 0.0366 0 0.1466 0.7958 0.0105 0.0052 0.0052 0

101 0.1596 0.0213 0.6489 0 0.1064 0.0638 0 0

011 0.1389 0.6528 0.0278 0.0694 0 0 0.1111 0

001 0.6243 0.221 0.0994 0.0221 0 0.0055 0.011 0.0166

010 0.0182 0 0 0 0.0182 0.0727 0.8 0.0909

000 0.0889 0.0111 0 0 0.0222 0 0.1556 0.7222
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5.3 Distribution of Openness

Wehave generated the histograms of the openness indices for each of the identity category

we have dealt with. The histograms tell us the way in which the subpopulations within any

identity category are different in openness toward that specific identity category. Fig. 1A

and B shows us the difference in gender openness between male and nonmale subgroups
FIG. 1 Histograms of openness of identities within each identity category. (A) Gender openness: male; (B) gender

openness: female; (C) caste openness: general caste; (D) caste openness: other castes; (E) income openness: high;

(F) income openness: low; (G) religion openness.



Chapter 10 • The Interplay of Identity and Social Network 199
of the population. It can be clearly seen that the males are much less open than their

female or other counterparts as long as allowing people of other gender identities into

one’s network is concerned. Similarly, in Fig. 1C and D, we see that the people who belong

to the general caste category are much more reluctant than the people of other caste cat-

egory tomingle with people belonging to some caste category that is other than their own.

In religion, we did not have enough non-Hindu population to compare the histogram

between Hindu and non-Hindu people, but from Fig. 1G, we can see that overall religious

openness is severely low throughout the population. As far as openness toward income

group is concerned, Fig. 1E and F tells us that there is a distinct difference in the behavior

of the low-income group people and their high-income group counterparts. The high-

income group people are tending to be less tolerant in allowing low-income group in their

network, while low-income group people are slightly better in accommodating high-

income group people in their network. Although, this difference in the case of income

group is not statistically significant within our sample population.

6 Conclusion

In this chapter we have, for the first time, quantified the essentially qualitative sociological

concepts like openness and awareness regarding identity from an individual’s point of

view. Our survey data allowed us to make a detailed analysis of these measures.

A common trend that we can essentially locate from the histograms and the descriptive

tables is—in a society that is dominated by Hindu, upper caste, upper class male

representatives—the further people are from such normative combination of identities,

the more accommodative they are in including their “socially higher” counterparts within

their network. As for the case of gender, historically the “second sex,” that is, females,

and the “third sex,” that is, LGBT population are seen to be more open in including males

into their network whereas males are quite reluctant in “diluting” their all-male network.

Similarly for the case for caste and income group. We believe there is a distinct and

characteristic dynamics for such behavior of low openness of “higher” identities and high

openness for “lower” identities. We are working toward formalizing the dynamics.

Moreover, as we have asked our respondents to identity five most important persons in

their friendship, professional, and neighborhood network, it is evident that the persons

who are most “open” are naturally alienated from the network comprised of people of

its own identity. Hence, as Granovetter [31] showed, there is a high probability that this

abundance of weak links in that person’s network will change the affiliative identity of that

person by virtue of being in the network of people with “higher” identity. For example,

being in a group of highly influential persons increases the probability of getting a better

job than others who do not belong in that network. It increases the probability of shifting

the identity within the income group category. This way, the network a person forms, in

turn also changes the identity of the person.

Thus, it can be concluded from the histograms and the descriptives that the identity of

a person essentially and decisively determines the network built around that person and

the role of identity in shaping the nature of the network is not at all random, rather quite



200 SOCIAL NETWORK ANALYTICS
systematic. We will be formulating an Evolutionary game in our future work to substan-

tiate our claim of the systematic interaction between societal hierarchy of identities and

human social network formation.
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1 Introduction

Social networks have become one of the preeminent forms of digital communication and

collaboration among young people and adolescents. The gradual increase in its use has

been influenced, among other aspects, by the intensive use of mobile technology, under

which smartphones are particularly important [1] since they allow ubiquitous, fast, and

flexible access to content and information.

Despite being a relatively recent phenomenon, the use of social networks among young

people has given rise to a good number of research studies which address various issues,

such as: the frequency and type of use that young people make of social networks [2–5];
the explanatory factors and the existing motivations to use this type of technology [6–9];
the dangers and risks arising from abusive and inappropriate use [10–12]; the influence on
behavior [13] or adolescents’ digital identity in virtual situations [14], among others.

The adoption and inclusion of social network systems at educational levels is, unques-

tionably, a growing phenomenon; and the scientific literature offers results of great inter-

est such as those related to the positive impact of their implementation in teaching

processes and educational practice [15] or the formative benefits they are able to provide

students with as an educational resource [16–19]. However, despite havingmore andmore

empirical evidence focused on the broad dyad social networks-education, studies focused

on the use of this technology in secondary education are still meagre [35], since as Hew

[20] states, most of this research has focused on the university stage.

Despite this, studies on how to support and reinforce learning through social networks

at secondary education levels have been carried out in different parts of the world. Along

the same lines, several research studies can bementioned:Wodzicki et al. [21] in Germany;

Al-Kathiri [22] in Saudi Arabia; Kim et al. [23] in Korea; [35] in Macao (China); Ribeiro and

Pereira [24] in Portugal; or Ballesta et al. [25] in Spain. The results show that the use of this

technology is linked to innovative, more student-centered methodologies that encourage

active and collaborative learning. On the other hand, in Israel, Asterhan and Rosenberg
Social Network Analytics. https://doi.org/10.1016/B978-0-12-815458-8.00011-6
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[26] revealed that the use of social networks in secondary education had a positive impact

on the classroom climate and social cohesion. Almu and Alhaji [27] emphasize the impor-

tance of key figures, such as teachers and parents, in protecting and guiding the actions of

minors in social networks.

In the following sections, these studies will be commented in detail, and some of the

most outstanding results will be exposed. From these results, the need to investigate in

depth the uses—both personal and educational—of social networks among secondary

school students, is underpinned. Literature reviews by various authors ([20, 28–32]) have
helped us to identify themost relevant publications in this field, to unveil the concerns that

are trying to be answered from the perspective of a systematic and rigorous inquiry, as well

as to evaluate, at different levels, proposals that should be promoted in order to take advan-

tage of the social networks’ potential in promoting and improving educational processes.

Thus, Hew [20] analyzes students’ attitudes toward Facebook, the uses they make of this

social network and the effects it produces (e.g., the time students spend on Facebook each

day, students’motives for using Facebook, as well as the effects of Facebook self-disclosure

on teachers’ credibility, the effects of Facebook on students’social presence and discussion,

and the effects of Facebook on students’ academic performance). Among its conclusions, it

highlights a low use of Facebook in the school environment and a predominant use for con-

necting with acquaintances. Yang et al. [32] also review 21 studies in which the use of Face-

book is analyzed in teaching-learning processes and conclude that although this social

network’s potential to favor learning can be discerned, they suggest it is still the beginning

of a trend that will increase in the future. Aydin [28], after comparing the uses of Facebook in

Turkey and globally, also commits to an increase in the use of social networks in educational

environments. The following year, a new review was published: this time, 23 articles pre-

senting empirical studies on the use of Facebook in educational environments were ana-

lyzed. The authors of this chapter, echo certain discrepancies about the educational

potential of this social network, but their conclusions are clear when they state that the edu-

cational possibilities of Facebook have only been partially used. They point out that there

are certain obstacles that need to be neutralized in order to take better advantage of the

opportunities offered by social networks: modifying institutions traditional training meth-

odologies, motivating and training teachers and students to use them effectively, and over-

coming cultural limitations.

Gao et al. [29] analyzed 21 studies on the use of microblogging in education that have

been published between 2008 and 2011. Although the research was conducted in various

contexts and under unique characteristics, the contributions of microblogging are per-

ceived as favorable about participation, commitment, reflective thinking, and collabora-

tive learning in formal education settings. These authors recommend broadening the

research perspectives, taking into account other learning environments, developing lon-

gitudinal studies to assess whether there is progress and, above all, identifying the most

effective approaches to integrate these tools.

Greenhow et al. [30], after recognizing that research on social networks’ educational

possibilities is still incipient, propose an analysis of the psychological, social and
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educational aspects linked to the use of these tools among adolescents (between 12 and

17years of age). In the review carried out between 2010 and 2014, they find three types of

uses of social networks: in the development of informal learning, as support for formal

learning, and as a platform aimed at developing a greater ethical and academic commit-

ment to the students. Any of these three options demands attention from teachers, edu-

cators, and researchers. Taking into account the importance of social networks in the lives

of young people, these authors highlight their possibilities of connecting school and life,

allowing the integration between social and academic aspects.

In the last of the reviews cited [31], they analyzed 62 articles published between 2008

and 2013, assessing the results derived from the integration of social networks. They clas-

sify the studies consulted into 5 categories: 44 articles address the use of social networks as

educational tools, 12 analyze other uses among students, 3 allude to their institutional use,

2 cite their academic use, and 1 features the design of social networks. Within the category

related to the use of social networks as an educational tool, they include four types of arti-

cles: the way they influence on teaching-learning processes, identifying both the positive

aspects and the limitations that may arise; the changes in social relationships produced in

educational contexts; the assessment of various educational agents—teachers and

students—regarding the benefits, potentialities, and attitudes they arouse and the analysis

of their ethical implications. As the authors rightly conclude, the educational integration

of social networks hasmotivated an important number of research studies which show the

interest this topic arouses among the scientific community. Taking advantage of the role

that social networks play in adolescents’ and young people’s world, it is a great challenge

for teachers, designers, and researchers who commit to their effective integration in the

educational field.

On the basis of these considerations, this chapter will be structured into three sections

in which the progressive use of social networks worldwide, in secondary education, will be

first addressed; in addition to its limitations and its potential for improvement in training

processes. Next, the main findings about the use of social networks, derived from a cross-

sectional research based on the survey method, will be explained [33]; in this research a

sample of 1144 students in the fourth year of secondary education distributed among

29 public, state-subsidized, and private educational centers in the city of ACoruña (Spain)

was studied.

Finally, a series of conclusions and reflections on the lights and shadows of the adop-

tion of technological systems supported by social networks as a complement to teaching

and learning situations will be considered.
2 Social Networks in Secondary Education: A Critical Look
From a Triple Multilevel View

The so-called Web 2.0 has become an important breeding ground that has led to the rapid

increase and development of especially enriching technological tools in the educational

field. Such is the case of social networks which are aligned with the philosophy, principles,
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and features of the applications born under the cover of the social web, among which these

can be highlighted: the strengthening of collective intelligence, the development of partic-

ipative architecture, thepossibility of interactingwithmultidevice systems, the trend toward

the simplicity of technological use, the improvement of the user experience, etc. [34].

Under this perspective, social networks represent an optimal resource for channeling

pedagogical actions based on socio-constructivist and connectivist learning processes,

since these applications may facilitate the process of knowledge construction, as well

as the profound transformation of teaching and learning practices, guiding them toward

a significant, open, collaborative, and social perspective, where understanding is strength-

ened vs memorization [35, 36]. In this sense, social networks stand out as powerful allies

for students, making them able to access specialized information, at the right time, based

on the connections they created and on the way they articulate their networks and

contacts, modifying the mere information into knowledge hybridization, starting from

a co-construction of meanings resulting from the dialogic interaction with other people’s

content [37, 38]. It is clear that under this conception, the figure of the teacher becomes

especially relevant as a professional capable of adopting various roles and competencies

that allow him or her to design, systematize,moderate,motivate, guide, facilitate,manage,

and assess learning, that often roams in an increasingly blurred way, between school cur-

ricular and formal conventions versus more open, flexible, and informal environments.

Precisely authors like Greenhow et al. [30] highlight how various studies emphasize the

students’ demand for fun and participatory learning spaces, inviting communication

and connection between peers, reflecting in this way a good part of what they understand

to be characteristics of the spaces based on social network systems.

Fortunately, the specialized literature shows that, in the last decades, teachers and edu-

cational institutions aremaking an important effort to adopt activemethodologies, where

social networks (together with other ICT tools) begin to gain special importance in the

instructional processes [28]. However, metaanalysis—such as those carried out by Rodrı́-

guez-Hoyos et al. [31]—highlight that the vast majority of research on social networks and

education, focuses on the university stage, with few studies setting the turning point in the

field of secondary education. Despite this circumstance, the adoption and inclusion of

social network systems at the secondary education stage is not an isolated or atypical

event, but there are more and more centers and teachers throughout the world who

are prone to incorporating this type of technology in their curricular programming. In this

sense, the scientific literature offers some examples that attest and corroborate—in the

form of experiences, of good practices and, of course, of research results—the formative

benefits of the use of this type of technological tools.

Taking these aspects into consideration and not intending to perform an exegesis on

the state of this question, a brief compilation analysis of themain trends related to the use

of social networks in secondary education will be presented further. The discourse, in line

with Manca and Ranieri [36] and the category system articulated by Zawacki-Richter and

Anderson [39], will be structured in three levels of analysis: microlevel, mesolevel, and

macrolevel.
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2.1 Microlevel: Uses of Social Networks for Teaching and Learning

One of the most fruitful lines of research in the study of social networks, and one of the

greatest experiences developed at the secondary and university educational levels, is the

one that deals with assessing the educational impact of these tools and, in particular, their

impact on the teaching-learning processes in the classrooms. One of the main concerns

has been how tomeasure and assess the degree of effectiveness of learning through social

networks. These research studies have led to assessing the methodologies, learning con-

tents, interactions, and other elements to be taken into account in any design process and

curriculum development. But the informal learning that takes place outside the school,

the support for formal learning, and the connections between both types of learning,

which are promoted thanks to social networks, have also been analyzed. In addition to

these central studies, at this microlevel perspective, the research referring to students’

and teachers’ perceptions regarding the use of social networks and their educational

impact is included.

Research related to the use of social networks in the classrooms shows their influence

on the enhancement of creativity [40], collaboration [41], literacy [42], thinking skills [43],

or the improvement on connection among students, or between students and

teachers [44].

Alias et al. [40] conducted a comparative study between two groups that were devel-

oping a course on Islamic studies. Using a pretest and posttest questionnaire and a cre-

ativity test, they found that the group that had used Facebook achieved better scores in the

creativity measures, in both the writing and the problem-solving sections.

In the research carried out by Khan et al. [41] on 690 high school students, the factors

that influence the possibility of academic collaboration through Facebook (e.g., their

grade, their skills using the Internet and the instrumental support) are identified; but

either way, they recognize the social network as a naturalmechanism to establish relation-

ships and collaborations with friends. Casey and Evans [45] also found that the Ning social

network promoted collaboration and coproduction culture among students, while allow-

ing them to develop their own ideas.

Regarding the development of thinking skills, Callaghan and Bower [43] insist on the

importance of the teacher setting the learning expectations intended for the use of social

networks; and that beyond motivation and the development of literacy, they can promote

high-level skills, as found in the research they conducted among students in Sydney, in

which the results were measured by applying Bloom’s taxonomy.

The study conducted by Veira et al. [42] also highlights the fact that 283 high school

students take advantage of access to online discussion groups through Facebook as a com-

plement to Biology classes, and to improve their literacy, and to expand connection with

their peers and with teachers, both inside and outside the school. The research conducted

by Hershkovitz and Forkosh-Baruch[44] also analyzes the possibilities of communication

between students and teachers through Facebook. Students who took part in this study

declared that they preferred to keep the social network as a private space, and they were



208 SOCIAL NETWORK ANALYTICS
not inclined to use it to connect with teachers; nevertheless, some recognized that using a

social network familiar to them such as Facebook promoted relationships and allowed

them to connect with teachers from real life.

The incidence of the use of social networks allows connecting internal and external

spaces to the classroom. From a similar perspective, Wodzicki et al. [21] found that those

German students who spent the most time on StudiVZ (one of the most prominent social

networks in the Teutonic country), were those who were more willing to participate in

activities related to school learning.

Other studies, such as those carried out in Sokoto (Nigeria), conclude that social net-

works are suitable and appropriate tools for the development of learning activities for sec-

ondary school students, but it emphasizes the importance of key figures such as teachers

and parents in order to protect and guide the virtual actions of minors [27].

In Israel, Asterhan and Rosenberg [26] investigated the type of interactions resulting

from the use of Facebook among teachers and secondary school students. Their findings

show that those teachers who did use this social network not only improved the relation-

ship with their students, but also achieved a positive impact on the classroom climate and

group cohesion. Likewise, the study concludes that the teacher-student relationships

developed through Facebook are essential for students’ psychopedagogical, social, emo-

tional, and academic consolidation.

In other parts of the world such as Saudi Arabia, Al-Kathiri[22] implemented a quasiex-

perimental design among secondary students, through which he was able to confirm the

positive effects of the use of Edmodo as a social platform for learning English as a foreign

language. Specifically, students’ ratings showed the benefits of this social network inmeet-

ing their learning needs. More specifically, the success of applying this type of technology

resided in the possibility of fostering a social, collaborative, and active learning, centered

on the student, and where teachers could develop innovative methodologies and effective

practices, complementary to face-to-face education systems.

Other parts of the world have also joined the trend of analyzing the adaptation and

incorporation of social network systems in secondary schools as an element for improving

student learning and socialization. Thus, we can cite relevant studies such as Kim et al.

[23] in Korea; Ribeiro and Pereira [24] in Portugal; or Ballesta et al. [25] in Spain.

Despite these results, uncertainty persists and also concerns about how to integrate

social networks effectively into educational proposals in both secondary and university

classrooms [46]. As Selwyn [47] warned, there are still differences in how technology is

used, and how it is theoretically expected to be used, under favorable circumstances. Few-

kes and McCabe [48] warn about the paradox between the usually expressed favorable

vision regarding the possibilities of social networks, and reality, where only a few teachers

are integrating this technology into their classes.

In addition to the research carried out in the formal framework of the classrooms, stud-

ies have also been accomplished to assess the scope of social networks from the perspec-

tive of informal learning. The key concept that is used to assess the contributions of social

networks is social capital. Indeed, various authors place the use of social networks within
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the framework of informal spaces for socialization and development [49, 50] and show

their contribution to improving relationships at school, to their integration in the group,

and to their well-being. In this sense, the conclusions obtained by Greenhow and Robelia

[51] are significant in mentioning the benefits of social networks: they provide the neces-

sary emotional support to sustain relationships, and provide a platform to channel

self-expression; the social network can be used for several functions, and among them

is helping to carry out school tasks; and it allows the users to get involved in diverse

and complex communication and relationship situations. Furthermore, it should be noted

that in the framework of social networking sites usage, diverse studies (such as the ones

carried out by Acharjya and Anitha [52] or Kamal et al. [53]) have focused their attention on

the development of tools that enable the implementation of learning analytics and that

involve not only the record of all the activities performed by students, but also the

possibility to understand and improve the teaching and learning processes. In this sense,

teachers can use analytical tools as well as data mining and then infer the level of acqui-

sition and development of thinking skills in their students.

In this way, teachers can benefit from the use of the current ICT tools to test the effi-

ciency of learning analysis through aspects such as:

• Visualizing interaction graphs.

• Knowing the network density and the intensity of collaboration among students in the

framework of collaborative tasks or debates.

• Analyzing the centrality of a node, identifying its importance in the social network

based on the relationships it establishes with other nodes.

• Analyzing the semantic content of the diverse tasks performed in the social network,

which can recognize aspects such as the relevance of each word, its frequency, etc.

• Identifying when student participation is more representative, etc.

In short, the better use of the potential of social networks in the educational field requires

a change in teachers’ and students’ mentalities, beliefs, and routines, so that traditional

teaching-learning practices can be suspended, and access can be given to new ways of

thinking and acting in teaching.
2.2 Mesolevel: Institutional Uses of Social Networks

This category mainly includes those studies that have focused their analysis on how edu-

cational centers and institutions have used social network systems as communicative

resources. Research framed at this level suggests that until now the integration of tools

based on social networks has not been developed efficiently, using them more as diaries

than as a way of interacting, not seeming to have a clear strategy for their integration

within the institutional means of communication. According to Osborn and LoFrisco

[54], educational centers use social networks mainly to recruit students, to promote their

events or facilities, as well as to give miscellaneous information about their academic

activity.
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Along the same line, the study by Iong [35], on 851 students in the Chinese region of

Macao, is an example. According to this author, secondary education institutes need

to have technologies which provide practical solutions to address issues related to

accessing information and to the ability to communicate with members of the educa-

tional community. One solution to this question is the use of social networks, since, as this

expert says, secondary schools do not have the same resources and infrastructure as

universities.

Apart from the economistic aspects, Iong’s research [35], developed through complex

statistical regression techniques, demonstrates the strong positive relationship between

the academic benefit perceived by students and their partaking in online activities such

as raising questions to teachers and colleagues, or participating in debates related to the

topics of study.

On the other hand, research results such as those developed by Fentry et al. [55]

reflect a significant relationship between the use of social network systems and the social

integration of students, as well as the improvement regarding their institutional

commitment.

Pilot studies, such as those implemented by Barbour and Plough [56] at the Odyssey

Charter High School (Nevada, United States), show evidence that supports the importance

of using social networks in schools, at the organizational level. However, these researchers

raise relevant issues that school administrators should take into account, such as main-

taining a high degree of safety andminors’data protection; granting the necessary permis-

sions from the students’ parents or legal guardians; or the possibility of seeking

volunteering teachers who can help with the supervision of groups, conversations, and

student interactions to maintain a positive and safe environment.

In another order of things, at this mesolevel we cannot forget about the institutional

responsibility implied in supporting those teachers who wish to implement innovative

pedagogical actions based on the use of social networks. As Manca and Ranieri [36] point

out, these teachers’ initialmotivation often turns into apathywhen they do not possess the

necessary knowledge and digital skills to design and implement educational activities

based on the use of social networks. In this respect, designing proper institutional strat-

egies for teachers training, guidance, and support are essential to encourage them to

rethink the ways they teach; and also as a mechanism to stimulate the time they spend

actively taking part in educational communities or school virtual networks. There is a clear

example of this in the European E-Twinning program [57].

In addition, several research studies such as those developed by Wong [58] or Hughes

et al. [59] highlight that taking part in online school networks provides various benefits

such as: the rapid exchange of information, which is important for organizational devel-

opment; the opportunity to breakwith isolation and cooperate with other professionals, to

improve certain skills; the ability to identify new trends, connecting with other educators,

sharing and receiving ideas, building relationships, and shaping a teacher’s profile capable

of identifying both the formative possibilities, as well as those other darker aspects of new

technologies.
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2.3 Macrolevel: Policies That Promote the Development of Digital Skills
and the Incorporation of Information and Communication Technologies
in the Education System

A broader look is directed at the institutions that regulate norms and formative designs, at

the service of digital literacy. The teacher training policies are in the center, according to

the competency-based model. The European Commission identifies five areas of digital

competence (information and data literacy, communication and collaboration, digital

content creation, safety, and problem solving), which favor lifelong learning. The knowl-

edge, skills, and attitudes necessary to be functional in a digital environment are subject to

digital competence today, according to the Common Digital Competence Framework for

Teachers [60]. It concerns educating in a creative, critical, and safe use of Information and

Communication Technologies to develop these new capacities.

The skills developed by this training in competencies require a methodological

renewal, a curricular restructuring, to adjust the educational system. The use of technol-

ogies does not ensure school success, as seen in the OECD study [61]. There is a very high

percentage of equipment in the centers, but there is no improvement in school perfor-

mance. Millennials cannot live without their mobile phones [61a], but how this habit

becomes an educational object is a matter of debate. Distance education and the use

of mobile phones in schools as a BYOD system are some of the current controversies.

Ahn [62] states that 70% of schools block access to devices, and Spanish regulations,

among others, prohibit use during school hours. The construction of social capital in

the connected educational network, as a place of participation, restrains the regulations

of the centers themselves.

The Spanish digital agenda (2013) includes among its objectives the connectivity in

social networks and services, together with the promotion of inclusion and digital literacy,

and the training of new ICT professionals among which are students and teachers. To this

end, initiatives are being implemented to install ICT tools and equipment, to promote the

use of the Internet in classrooms, and to design spaces for the generation of shared digital

knowledge. The evaluation of the technological plans of teacher training in Portugal

points to curricular integration and teacher adhesion problems [63].

Special attention must be paid to training in school mediation, to prevent risks and

solve conflicts withminors. Part of the official efforts focuses on safety. The EuropeanNet-

work and Information Security Agency (ENISA) coordinates research and proposals to

protect the network. In Spain, security forces conduct awareness campaigns in schools

for families, teachers, and students. Other training levels are carried out by data protection

agencies, and public and private collaborating entities. The social network companies

themselves provide spaces for educators, perhaps because of the controversy that their

“terms of use” raise, and the limited legal regulation [64]. These studies by Patchin and

Hinduja [65], Livingstone and Haddon [66], Litt and Hargittai [67], and Bartsch and Dien-

lin [68] suggest that training is essential, over the risks of social networks: the more the

training, the less the risk. It is committed to a greater investment in privacy, from a
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technical and ethical point of view [69, 70]. From a technical point of view, authors such as

Yamin and Abi Sen [71] have shown that it is possible to develop new ways to improve

privacy and efficiency in location-based services, which frequently expose users’ informa-

tion to malicious attacks.

3 Analysis of the Use Made of Social Networks Among
Students in the Fourth Year of Secondary Education

The results obtained in a cross-sectional, nonexperimental and ex post facto research,

based on the survey method [33], are presented further.

It is important to note that the survey method is the most frequently used in education

and it has allowed us to translate the variables, on which, we wished to obtain information

on particular questions about real life. In this sense, the techniques associated with this

type of research are the questionnaire and the interview.

The consideration of our discussion under study, along with our claim to gather infor-

mation in a short period of time and the large number of research participants, suggested

the questionnaire technique as themost advisable tool for data compilation. In addition to

these reasons, we mention the fact that the questionnaire is considered a respectable and

valid inquiry technique, and if appropriately constructed and applied, it can be a suitable

strategy to obtain information as it allows to quantify the specific data previously deter-

mined by the evaluators [33].

However, the decision to use the questionnaire as a means to gather information was

supported by a revision of the specialized scientific literature, which allowed us to observe

the possibilities and advantages that the use of the questionnaire as a data compilation

tool offered.

One of the goals of the study was to examine the opinion and self-perception among

adolescents in the fourth year of compulsory education, in the city of A Coruña (Spain), in

relation to the social networks they ordinarily use, and what kind of uses they make of

them. More specifically, the established objectives were the following:

Objective 1: Identifying the degree of awareness of various social networks among

students in the fourth year of secondary education.

Objective 2: Knowing what type of use adolescents make of social networks.

Objective 3: Comparing whether gender influences the type of uses made of social

networks.

Objective 4: Analyzing whether academic performance is a variable that shows a

statistically significant relationship with the use made of social networks.

To achieve this, a questionnaire was crafted. It consisted of 251 items structured into 5

thematic blocks: identification of the participants’ data; uses of the internet and other

technologies; use of social networks; possibilities of use of social networks for school

learning, and dangers and advantages of social networks. In this case, the statistical results

analyzed in this section correspond to the block related to the use of social networks.



Chapter 11 • Social Networks and Their Uses in the Field of Secondary Education 213
Note that during the design of the questionnaire, special care was taken in complying

with key psychometric aspects. In this sense, the instrument was evaluated by a panel of

five experts specialized in research methodology and educational technology. A pilot test

was also carried out; after which various questionnaire items were readjusted and deleted,

with the aim of improving its content and the construct validity. Likewise, the reliability

obtained through the Cronbach alpha internal consistency index yielded a very high

result, estimated at 0.937.

Regarding the participants’ data—among a population of 1792 students in the fourth

year of secondary education, distributed throughout 31 educational centers (public, pri-

vate and state subsidized)—it is noteworthy that all of them, a total of 1144 surveys from

29 institutions, were collected during school hours (previously granting permission from

the educational centers’ principals and their teachers).

Among the main sociodemographic characteristics of the sample, we can point out

that, as of gender, 47.2% (n ¼540) were men and 52.8% (n ¼604) women. As of age,

41.8% (n ¼478) were students of 15years of age, 45.2% (n ¼517) of 16years of age,

10.6% (n ¼121) of 17years of age and, finally, 2.4% (n ¼28) of 18years of age.

On the other hand, in regard to study time (see Table 1), 11.6% of the students surveyed

devote>3h a day, on weekdays, to studying or doing homework, which can be considered

a high occupation at the secondary school level. A total of 37.8% of them devote between 2

and 3h to studying and doing homework, and 31.7% devote 1h a day. Almost 2 out of

10 students devote from half an hour to none, to daily study.

In terms of academic performance, Table 2 shows that the percentage of high-

performing and average students is balanced, noting that 44.6% of the students get high

and average grades, whereas 54.9% perform low. Perhaps, the most relevant fact is that

>30%—this is, 3 out of 10 students—failed in 3 or more subjects, which means very

low academic performance.

In order to meet the objectives established in the research, the analysis complies with

descriptive and nonparametric statistics (since the distributions do not follow the princi-

ples of normality and homoscedasticity).

Descriptive analysis intended to collect, describe, organize, and synthesize the

observed data, especially focusing on basic aspects such as central tendency and

dispersion [71a,72].
Table 1 Frequency and Percentage of the Variable Study Time

Frequency Percentage

DK/NA 9 0.9

None 45 3.9

30min 161 14.1

1h 363 31.7

Between 2 and 3h 433 37.8

Over 3h 133 11.6



Table 2 Frequencies and Percentages of the Students’ Academic Performance

Frequency Percentage

DK/NA 7 0.5

I passed all my subjects with high grades 256 22.4

I passed all my subjects with average grades 254 22.2

I failed 1–2 subjects 257 22.5

I failed 3–4 subjects 178 15.6

I failed over 4 subjects 192 16.8

Total 1144 100.0
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Regarding nonparametric analysis, the aim has been to identify significant differences

between the variables under study. For this, bivariate analysis has been conducted using

the Mann-Whitney U test for dichotomous variables and Kruskal-Wallis for polytomous

variables.

Addressing the first objective—identifying the degree of awareness on various social

networks among students in the fourth year of compulsory education—Table 3 shows a

compilation of the percentages obtained according to students’ awareness and use of var-

ious social networks.

As shown in Table 3, themost used social network is Tuenti (90.6%), followed by Twitter

(55.3%), YouTube (55.3%), and Facebook (44.5%). These data are similar to those obtained

in other research studies such as the one by Garcı́a-Jim�enez et al. [73].
Table 3 Percentages According to the Awareness and Use of Social Networks

DK/
NA

Never
Heard
About It

Heard About It, But
Don’t Have an
Account

Know It, But Don’t
Have an Account

Have an
Account

Have an
Account, and
I Use It

Facebook 0.6 1 3.6 20.7 29.6 44.5

Tuenti 0.6 0.6 1 3.5 3.7 90.6

Hi5 2.1 55.9 18.7 14.6 6.9 1.8

Myspace 1.7 6 42.7 38.8 8.2 2.6

Orkut 1.7 78.3 9.3 6.7 1.5 2.5

Twitter 1.3 1.3 6.3 24.8 11 55.3

Messenger 1.3 1.1 1.8 6.6 56.5 32.7

Youtube 1.6 2.5 1.9 28.7 14.9 50.4

Ning 2.8 87.2 4.3 4.6 0.5 0.6

Diigo 2.5 82.7 9.6 3.9 0.8 0.5

Flickr 1.9 62.9 16.8 15.2 1.6 1.6

Slideshare 2 78.2 11.1 7.0 1.0 0.7

Edmodo 1.9 88.5 4.5 3.9 0.6 0.6

Grou.ps 1.9 87.9 4.3 4.3 0.6 1

Google+ 1.8 17.5 20.8 28.3 11.5 20.1

Metroflog 2.1 13.7 16.9 30.4 32.2 4.7
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Likewise, a large part of the students are not aware of very popular and useful networks

in the training field, including: the network of images and videos, known as Flickr (62.9%);

services to share presentations, such as Slideshare (78.2%); social markers, such as Diigo

(82.7%); or platforms for the management of learning contents, such as Edmodo (88.5%)

and Groups (87.9%). From these data, and given the nature of the social networks con-

sulted, it is inferred that the students mainly use these tools as an add-on to their leisure

time, instead of a feasible educational resource.

Regarding the second objective—knowing the type of use that adolescents make of

social networks—Table 4 shows that the main use focuses on communicative and rela-

tional aspects, specifically: “Message-sending,” “Photographs exchange,” “News-

reading,” “Videos,” “Search for information and music.” The item “Connecting with cur-

rent friends” (4.24) reaches the highest average score, followed by “sending of messages”

(4.02), while the lowest average obtained refers to “connecting with teachers” (1.41). These

data warn about how young people prioritize connecting with friends and family over the

possibility of doing so with teachers. Thus, social networks are not used to connect with

teachers, but they are used to connect, to a limited extent, with the other major educa-

tional support: the family. The rejection to connect with strangers (1.63) is also

highlighted.

Regarding the third objective—finding out whether gender influences the type of uses

made of social networks—the Mann-Whitney U test, shown in Table 5, reflects that there

are many differences. Specifically, women make a greater use of social networks than

men in aspects such as “Search for information,” “Sending messages,” “Sharing music,”
Table 4 Types of Use of Social Networks

Mean Standard Deviation

Search for information 3.03 1.598

Sending messages 4.02 1.228

Sharing music 3.33 1.364

Reading comments and news 3.51 1.313

Viewing/sharing photos 3.84 1.266

Viewing/sharing videos 3.35 1.372

Creating events 2.27 1.272

Watching offers and promotions advertising 1.71 1.122

Playing games online 2.00 1.296

Creating/maintaining a blog personal 2.05 1.387

Connecting with old friends 3.31 1.298

Connecting with current friends 4.24 1.259

Connecting with strangers 1.63 1.097

Connecting with teachers 1.41 0.924

Connecting with relatives 2.60 1.313

Following a topic of interest 2.91 1.402

Following the actions and/or opinions of people I am interested in 2.87 1.459

Other 0.56 1.230



Table 5 Differences in the Use of Social Networks According to Gender

N
Mean
Rank

Sum of
Ranks

Mann-
Whitney U

Wilcoxon
W Z

Sig.
Asympt.
(Bilateral)

Search for

information

Men 512 489.39 250,570.00 119,242.000 250,570.000 �5.794 0.000a

Women 574 591.76 339,671.00

Total 1086

Sending

messages

Men 521 523.76 272,881.50 136,900.500 272,881.500 �4.360 0.000a

Women 593 587.14 348,173.50

Total 1114

Sharing music Men 522 522.69 272,846.50 136,343.500 272,846.500 �3.454 0.001a

Women 587 583.73 342,648.50

Total 1109

Reading

comments

and news

Men 521 526.96 274,548.50 138,567.500 274,548.500 �3.172 0.002a

Women 590 581.64 343,167.50

Total 1111

Viewing/

sharing

photos

Men 523 489.20 255,851.50 118,825.500 255,851.500 �8.294 0.000a

Women 592 618.78 366,318.50

Total 1115

Viewing/

sharing

videos

Men 521 523.50 272,743.00 136,762.000 272,743.000 �3.379 0.001a

Women 588 582.91 342,752.00

Total 1109

Creating

events

Men 522 553.68 289,021.50 152,518.500 289,021.500 �0.372 0.710

Women 591 559.93 330,919.50

Total 1113

Watching

offers and

promotions

advertising

Men 523 573.40 299,887.50 146,754.500 322,282.500 �2.161 0.031a

Women 592 544.40 322,282.50

Total 1115

Playing

games online

Men 523 627.58 328,226.50 116,323.500 289,489.500 �8.769 0.000a

Women 588 492.33 289,489.50

Total 1111

Creating/

maintaining a

blog personal

Men 521 543.11 282,959.50 146,978.500 282,959.500 �1.459 0.145

Women 589 566.46 333,645.50

Total 1110

Connecting

with old

friends

Men 523 520.18 272,056.00 135,030.000 272,056.000 �4.071 0.000a

Women 594 593.18 352,347.00

Total 1117

Connecting

with current

friends

Men 521 525.60 273,837.50 137,856.500 273,837.500 �4.793 0.000a

Women 591 583.74 344,990.50

Total 1112

Connecting

with

strangers

Men 524 579.82 303,826.50 143,931.500 319,459.500 �3.244 0.001a

Women 592 539.63 319,459.50

Total 1116

Connecting

with teachers

Men 523 559.84 292,797.00 152,276.000 326,031.000 �0.558 0.577

Women 589 553.53 326,031.00

Total 1112
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Table 5 Differences in the Use of Social Networks According to Gender—cont’d

N
Mean
Rank

Sum of
Ranks

Mann-
Whitney U

Wilcoxon
W Z

Sig.
Asympt.
(Bilateral)

Connecting

with relatives

Men 521 514.03 267,810.00 131,829.000 267,810.000 �4.391 0.000a

Women 590 593.06 349,906.00

Total 1111

Following a

topic of

interest

Men 519 554.79 287,936.00 152,996.000 287,936.000 �0.073 0.941

Women 591 556.12 328,669.00

Total 1110

Following the

actions and/

or opinions of

people I am

interested in

Men 520 530.91 276,071.00 140,611.000 276,071.000 �2.266 0.023a

Women 584 571.73 333,889.00

Total 1104

aStatistically significant differences (P-value <.05).
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“Reading comments and news,” “Viewing/sharing photos,” “Viewing/sharing videos,”

“Connecting with old friends,” “Connecting with current friends,” “Connecting with

relatives,” and “Following the actions and/or opinions of people I am interested in.”

Men, on their side, show differences in use when compared with women in topics such

as “Watching offers and promotions advertising,” “Playing online games,” and

“Connecting with strangers.”

Thus, given these data, the impression is that women have a more collaborative and

communicative profile than men since the latter tend to develop behaviors that follow

a remarkably more ludic and entertainment line. Studies such as the one by Sánchez

and Frutos [74] identify similar results.

Addressing the fourth objective—analyzing whether academic performance is a vari-

able that shows a statistically significant relationship with respect to the use adolescents

make of social networks—the number of variables to be analyzed has been reduced using

factor analysis, in order to contribute to a better interpretation of the data.

In order to verify the conditions of applicability of factor analysis by principal compo-

nents, Bartlett’s sphericity test and KMO measure of sampling adequacy were used. As

shown in Table 6, the Bartlett output (P-value¼ .000) informs us that the null hypothesis

of incorrect initial variables is not significant; therefore, it makes sense to apply factor
Table 6 KMO and Bartlett’s Test

Kaiser-Meyer-Olkin measure of sampling adequacy 0.802

Bartlett’s test of sphericity Approx. Chi-Square 3537.581

Df 136

Sig. 0.000



Table 7 Total Variance Explained by Principal Component Analysis

Initial Eigenvalues Extraction Sums of Squared Loadings
Component Total % of Variance % Cumulative Total % of Variance % Cumulative

1 3.853 22.664 22.664 3.853 22.664 22.664

2 2.260 13.292 35.956 2.260 13.292 35.956

3 1.215 7.145 43.101 1.215 7.145 43.101

4 1.053 6.193 49.294

5 1.001 5.890 55.184

6 0.927 5.453 60.637

7 0.874 5.139 65.777

8 0.805 4.733 70.509

9 0.752 4.426 74.935

10 0.710 4.175 79.111

11 0.635 3.737 82.847

12 0.601 3.535 86.382

13 0.547 3.216 89.598

14 0.518 3.047 92.645

15 0.475 2.793 95.438

16 0.432 2.543 97.981

17 0.343 2.019 100.000
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analysis. Likewise, the KMO statistic reaches a value of 0.802, a value very close to unity,

which indicates a high adequacy of the data to a factor analysis model.

Taking these aspects into consideration, factor analysis tested through varimax rota-

tion, identified a total of three components with a total explained variance percentage

of 43.10%. Factor 1 explains 22.66% of variance, while factor 2 explains 13.29%, and the

third factor, 7.14% (Table 7).

Table 8 displays the matrix of rotated components, where the distribution of the vari-

ables, regarding the uses of social networks, is based on the three identified components.

The first component refers to a socio-ludic use of networks with acquaintances; the

second component is oriented toward connecting with unknown people and towardmore

individual than cooperative actions. Finally, the third component refers to their uses

related to academic elements, such as the search for information, following topics and

also people who can provide valuable opinions (highlighting family).

After identifying the aforementioned factors, a contrast was made between these and

the students’ academic performance, using the Kruskal-Wallis test. Table 9 reflects statis-

tically significant differences, which are displayed in components 1 and 2. Specifically, the

mean ranks showhow students with theworst academic performance are those whomake

the greatest use of those functions, closest to entertainment and the ludic aspects that

social networks offer.

These results are consistent with similar findings which displayed that a network built

on the basis of friendship is not considered to influence student performance [75].



Table 8 Rotated Components Matrix

Component
1 2 3

Viewing/sharing photos 0.809 0.009 �0.006

Viewing/sharing videos 0.755 0.211 �0.035

Sending messages 0.617 �0.180 0.160

Sharing music 0.588 0.172 0.204

Reading comments and news 0.584 0.008 0.257

Connecting with current friends 0.537 �0.345 0.096

Connecting with old friends 0.375 0.171 0.296

Watching offers and promotions advertising 0.049 0.697 0.115

Connecting with strangers 0.004 0.689 0.034

Connecting with teachers �0.142 0.657 0.135

Creating events 0.435 0.517 �0.015

Creating/maintaining a blog personal 0.173 0.452 0.253

Playing games online �0.001 0.434 0.095

Following a topic of interest 0.189 0.116 0.725

Search for information �0.025 0.000 0.598

Following the actions and/or opinions of people I am interested in 0.337 0.180 0.597

Connecting with relatives 0.079 0.183 0.497

Table 9 Kruskal-Wallis Test. Grouping Variable: “Academic Performance”

Academic Performance N Mean Rank Test Statistics

Component 1 I passed all my subjects with high grades 247 522.97 Chi-Square: 23.359

Df: 4

Asymp. Sig.: 0.000

I passed all my subjects with average grades 252 545.37

I failed 1–2 subjects 255 591.43

I failed 3–4 subjects 175 537.61

I failed over 4 subjects 189 603.28

Total 1118

Component 2 I passed all my subjects with high 246 481.32 Chi-Square: 10.545

Df: 4

Asymp. Sig.: 0.032

I passed all my subjects with average grades 252 555.09

I failed 1–2 subjects 255 578.95

I failed 3–4 subjects 175 581.21

I failed over 4 subjects 189 617.85

Total 1117

Component 3 I passed all my subjects with high grades 247 530.13 Chi-Square: 3.075

Df: 4

Asymp. Sig.: 0.545

I passed all my subjects with average grades 252 560.00

I failed 1–2 subjects 256 575.12

I failed 3–4 subjects 176 566.42

I failed over 4 subjects 188 572.64

Total 1119
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4 Discussion and Conclusions

In recent years, the rapid advances in technology, under cover ofWeb 2.0 tools, have led an

exponential growth on the use of systems based on social networks, becoming one of the

preeminent forms of communication and interaction among young people.

This new phenomenon has aroused the interest of academicians and researchers in the

field of education, which has translated into the development of a wide range of hetero-

geneous studies in recent decades, that have sought to deepen (under different perspec-

tives), both the advantages and potentialities, as well as the risks and problems, derived

from the use of social networks.

However, although the research studies framed in the study of social networks are

increasingly prolix, the truth is that there is an important bias toward higher education

to the detriment of other stages, such as secondary education [20, 31]. Taking this fact into

consideration, in this chapter, we have analyzed some of the main international trends on

the uses of social networks in secondary education, framed in three inclusive and inter-

related levels.

At the microlevel, this analysis shows how the main lines of research on social network

systems delve into the study of the type of constructivist and connectivist methodologies

used, the student participation processes and their implications regarding the classroom

climate and group cohesion, the improvement of teacher-student educational relation-

ships, the need for adult supervision of online processes, their complementary nature with

face-to-face teaching, as well as their academic uses in both formal and informal situations.

At the mesolevel, social networks are studied as a communicative resource, problem

solver, and factor that contribute to students’ social integration. The educational centers

also benefit at organizational levels, which include strong ethical components in regard to

their use with adolescents, and to enhancing teacher training in order to promote appro-

priately the pedagogical uses of social networks.

Finally, the macrolevel stresses the importance of designing and developing national

and supranational policies for an effective integration of information and communication

technologies in schools, not only from the point of view ofmere provision of infrastructure

and equipment, but, above all, in relation to the implementation of measures aimed at

improving students’ and teachers’ literacy and digital competence. A good example is

found in the DIGCOMP, project promoted by the European Commission [76], which

has led some countries, such as Spain, to make important efforts in order to establish a

“Common Framework of Digital Competencies of Teachers” [60], where not only the need

of technical training is addressed, but also in the pedagogical and social fields.

At this macrolevel, there is also an important concern in the school environment

regarding the proper use of social networks in terms of safety and privacy, with valuable

institutional efforts being made, and training programs being aimed at teachers, families,

and students.

On the other hand, this chapter has provided some enriching results to understand the

uses that high school studentsmake of social networks. Specifically, the analysis presented
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in previous lines, on a group of 1144 students, incorporate data that may be relevant to

expand the corpus of research on social networks in education.

Specifically, the results obtained through an ex post facto design, based on the survey

method show that adolescents are aware and use social networksmainly with friends. Fol-

lowed by family, leaving teachers virtually out from all online contact. Connection is a sub-

element of digital competence, and it is interesting to note how this does not occur in

student-teacher relationships, according to the data of this research. The variation by gen-

der does show that there are differences between boys and girls in the use they make of

social networks: the first ones aremainly oriented toward leisure and entertainment activ-

ities. Girls, however, use these tools more for communicative purposes, oriented toward

social relationships. These differences by gender have also been widely addressed and

documented in the scientific literature, confirming the trend of this type of uses (for more

information see the research by Lenhart et al. [77] and Liu and Brown [78]). Besides, the

results obtained in the current research are similar to those collected in the European Pro-

ject EU Kids On-line relating to Spanish minors, as well as to other studies carried out by

Rial et al. [79] with students in Secondary Education in the Autonomous Region of

Galicia, Spain.

Regarding academic performance, the results obtained show an important fact: students

categorized as “with a low level of school performance” make a more playful use of social

networks, to the detriment of academic uses. Thus, this type of students fills their “virtual

spaces” as away of replacing other less reflective and enriching practices, althoughalso nec-

essary for their personal development. In this line, studies such as those developed by Liu

et al. [80] point out the existence of a negative and significant relationship between the use

of social network systems and academic performance; so students, who have a low aca-

demic performance are more likely to spend more time using social networks.

However, this informationmust be interpretedwith caution, since the key lies with how

and in what way social networks are being used. As confirmed by the results shown in pre-

vious sections, students with poor academic performance do not use social networks for

academic purposes, but eminently for ludic ones. In addition, as Kirschner [81] states, stu-

dents in their everyday life are not very aware of how to use social networks as learning and

problem-solving mechanisms, so they rarely use these applications with an educational

purpose. In this sense, the figure of the teacher is of paramount importance to design

guided, organized and structured, rich and meaningful learning situations, aimed at

benefiting students in making an optimal use of social networks as complementary tools

to their academic training.
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1 Introduction

With online media, networks, and social media, Internet is generally producing an

unquestionable change in the world of business communication [1]. Digitalization—

the mass adoption of Internet-connected digital technologies and applications by con-

sumers, enterprises, and governments—is a global phenomenon that touches every

industry and nearly every citizen in the world. For every organization, digitalization

changes the way products are made, sold, and distributed, as well as how companies

are managed, and how and with whom they compete. For many industries, digitalization

is completely revolutionizing the way companies interact with their customers [2]. For an

organization, to ignore social media in the 21st century would be the equivalent of turning

away from radio and television in the second half of the 20th century [3]. Social networks

and Web 2.0 as a whole still constitute a new ecosystem. An ecosystem is a community of

living beings whose vital processes are interrelated. The development of these living

beings occurs based on the physical factors of a shared environment.

If we transfer this concept to the digital environment, it can be said that a digital eco-

system reproduces the mechanisms of natural ecosystems in a virtual environment in

which its members interact and share with each other online [4]. It is a metaphor used

to exemplify the way in which the different elements and tools that form part of an orga-

nization’s digital strategy are integrated and work together [5]. As López [6] points out, this

ecosystem is composed of three main elements: digital technologies, newmedia or social

media arising from these technologies, and finally, the public, which is an indispensable

component in establishing interrelations in this ecosystem. Therefore, it seems that at the

present time every organization lives in a unique relational ecosystem, different from that

of past decades, in which there is now greater dynamism, interrelation, and mutual influ-

ences among the different agents, as opposed to the static, divided, andmore independent

character of the different players of the past.

As a consequence of this digitalization, the public is the specific element that has expe-

rienced greater change in the way it is perceived by organizations and in its way of relating.
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Traditionally, corporate communication programs have only considered the groups to

which their communication actions were addressed as final agents, a mere recipient of a

specific message without any, or if it existed, very limited feedback, and there was even less

of a structured personal relationshipwith the individualswho led or composed such groups.

On many occasions, the difficulty in obtaining such feedback was because mass media,

such as the print press, were used to convey the message. In others—as direct communi-

cation to investors or through newsletters or similar tools—the message was more adapted

and further segmented, but there was no face-to-face or person-to-person dialogue based

on mutual interests of the organization and individuals in that group.

Social networks have produced an unprecedented change. They impose a fast

response, and additionally, they compel an organization to adopt a more conversational

attitude [3]. The new channels of communication provide immediacy and the ability to

reach many audiences that used to be much harder to contact, and took longer to reach

as well. Now these audiences aremore participatory and the organization needs to be able

to converse with them [1]. According to Bernal [7], before the arrival of social networks, the

media agenda was built only on the basis of what journalists considered newsworthy.

Therefore, the reader could solely access one specific agenda (the media offered only that

version, a version of reality according to its editorial line of thinking), passive, closed (it did

not allow for participation in the choice of topics), and limited (it offered a single vision in

which the source was also the medium).

Social networks have allowed for a transition to amultiple agenda in which there are as

many options as users who have a profile on the network and who choose the person or

organization that they follow. They are also active, in the sense that the user is the one who

chooses and participates. They are open in the sense that even people who are not fol-

lowed are capable of participating. Finally, social networks are collaborative as a conse-

quence of participation and the options they offer of creating and sharing content. As

Brennen and Kreiss [8] point out, many of these forms of engagement are premised on

the use of data and analytics that are made newly possible with the explosion of digital

‘trace data’ that can provide real-time feedback on the actions and interactions of users.

For example, David Karpf [9] has analyzed how digitally native civic organizations such as

MoveOn.org rely on digital analytics as a form of “passive democratic feedback.” These

organizations work to assess what is important to their “membership,” by tracking what

they click. In an important way, the organizations’ comparatively small leadership uses

digital media to shape organizational strategy, set goals, prioritize tactics and actions,

and ultimately, even provide members with a voice in the organizations’ priorities. Even

more broadly, Karpf shows how the same structures, processes, and forms of engagement

have shifted given the informational affordances of digital media.

2 NGOs in the Digital Ecosystem

This digital ecosystem, as defined so far, still requires progressive adaptation by organi-

zations, including nongovernmental organizations (NGOs). NGOs have a presence in

social media with three purposes: to make themselves visible to the population, to raise

http://MoveOn.org
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awareness about the issues they defend, and third, to turn those media into conduits for

channeling donations from citizens.

According to a study conducted by the University of Massachusetts in 2014, almost all

of the charitable and nonprofit organizations in the United States were already present in

social networks. Fully 98% used at least one social platform. Of all the social networks,

YouTubewas themost widely used social tool at 97%, followed by Facebook at 92%, Twitter

with 86%, and Pinterest at 72% [10]. In that same study, 81% of NGO social network com-

munity managers ensured that the main purpose of using social networks was to make

their organizations known, followed by the considerably lower percentage of 40% of orga-

nizations that claim they are on social networks to obtain donations.

Thus, in the 2.0 context, it is not that new situations, contexts, or communication

objectives have appeared for third-sector organizations. What is happening is that social

networks and platforms have become a useful and necessary tool that help these organi-

zations to spread their messages, increase the number of donors, recruit volunteers,

become authorities on a topic, generate relationship bonds, raise awareness about a sub-

ject, have an influence on public policy, or communicate with those who receive their

messages, among others. As Anduiza et al. [11] point out, the emerging literature on online

social media has so far mostly concluded that these networks complement rather than act

as substitutes for traditional mobilization organizations such as unions, parties, or mass

media [12–14].
Bimber et al. [14a] have detailed how civic engagement changes in an information

environment defined by digitalization. These scholars argue that citizens now have rad-

ically different expectations and much greater ability and desire to shape their own par-

ticipation. Whereas participation in a predigital era was mostly defined by the incentives

and opportunities that organizations could provide to individuals to entice them to par-

ticipate, in the digital era individuals have radically increased their choices. Therefore,

organizations need to provide more open forms of engagement that enable individuals

to define and act on their own definitions of membership and political action.

Digital communication seems to have changed the traditional way that NGOs operate

and communicate as organizations pursuing the goal of social assistance, and they do so,

on a nonprofit basis, independent of governments and administrations. The field of action

of NGOs is increasingly difficult to classify, given the diversity of causes they advocate [15].

Meril€ainen and Vos [16] define the role of these organizations as a counterforce to tradi-

tional dominance, which is carried out through themobilization of public support and the

presentation of issues sensitive to public opinion and politicians. For these same authors,

as more people are attracted to or support a cause initiated by the organization, the orga-

nization will have more power with regard to those who make decisions.

Therefore, the public is the group who is able to develop or collaborate in a process of

change [17], and for that reason, NGOs have always encouraged the participation of cit-

izens, traditionally, by means of letters, signatures at petitioning tables, boycotts, or other

communicative tactics [18]. As such, until recently, NGOs needed the traditional media

due to that fact that it was the only instrument capable of reaching large audiences

and achieving the social change proclaimed by the organizations. Currently, however,
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social networks and the digital world have provided NGOs with a new tool to reach their

audience without intermediaries.

As Meril€ainen and Vos [16] state, social networks have led to a change in communica-

tion strategies that invite citizens to participate directly, and have paved the way toward

the so-called “social activism.” The Global Report on Online Technology of NGOs [19]

gathers information on the use that third-sector organizations make of social networks

as a tool to reach their target audiences. According to what is stated on their website, it

is the only annual research project dedicated to studying howNGOs use online technology

on a global scale. In the latest edition, they have gathered information from 4907 NGOs

from 153 countries around the world. Some noteworthy data show that 92% of NGOs have

a profile on Facebook, 72% have the same on Twitter, and 39% are on Instagram [19].

Consequently, while the background and way of working of NGOs has not changed, dig-

itization has produced a formula that facilitates globalized communication. It arrives easily,

quickly, and without borders to all citizens of the planet, to all people who are ultimately

capable of producing changes andmaking the impossible possible, thereby doingwhat gov-

ernments cannot or will not do. The work carried out by Meril€ainen and Vos [16] related to

how digital communication has changed the way of reaching citizens by NGOs concludes

the following: among other things, platforms are constantly updated, and social networks

provide information almost immediately on their activities, inviting users to access their

websites to obtainmore detailed information. Digital communication allows NGOs to raise

awareness among citizens regarding the issues that these organizations address, according

to the subject matter, and to place them on the social agenda.

The study carried out by Lovejoy and Saxton [20] on communication in social networks

by NGOs presents three objectives of this communication: to inform, to create a commu-

nity, and to act. In their study of the 100 largest NGOs in the United States, they conclude

that informing the target audience is important to these organizations, and platforms such

as Twitter help in this endeavor quickly and efficiently with their traditional 140-character

limit. Users, however, can decide how much they want to know by reading only the tweet

or by clicking on the link to find out more.

The second objective, creating community, involves dialogue, and this is where true

engagement begins when online networks are developed and users can join the conver-

sation and provide feedback. The third category is action. In this category, the users not

only feel that they are making a difference, but they begin to do something about it,

whether participating in an event, signing a petition, or making a donation. Organizations

at this level are completely committed to their supporters. Users want information and

want to be part of the dialogue, but an organization fulfills its mission by compelling

its followers do something for the cause it supports.

3 The Mobilization of Young People

Social networks have provided a world of infinite possibilities for their users: the ability to

socialize, to be informed, to contribute socially with positive attitudes of solidarity and

empathy, to be trained intellectually, etc. Young people no longer use traditional means
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of communication to know what is happening in the world. In fact, their main source of

staying informed on current affairs is through social networks. In this sense, as Joaquin

Moral states in the aftermath of the 2015 attacks in Paris, the incursion of social networks

has radically changed the way people perceive these misfortunes. At the informative level

with its immediate reach in real time with the capacity to show solidarity and rectify

errors, as well as at the level of getting people involved [21].

In fact, when faced with events of a social or political nature that concern and have an

impact on the general population, young people use social networks to inquire about the

issue, participate, and mobilize [22]. This is done to such an extent that traditional media

echo these same conversations due to the impact of online mobilization. Before the exis-

tence of social networks and the possibility of communication offered by the digital world,

the need to involve the individual in collective social actions that helped achieve common

solidarity goals had already been studied. The German sociologist Lorenz von Stein was

the first to introduce the term “social movement” into academic discourse in the

1950s [23].

Although the number of authors who have approached the concept [23–26] has been
significant since then, considering their approximations and their meanings (critical ana-

lyses and results), we can establish four key concepts in a possible current definition of

social movement: social media, change, cooperation, as well as online and/or offline

mobilization. Therefore, the situation is such that social media (online social networks

and instant messaging) seeks the necessary collaboration of individuals to join forces

in order to protest as a group for the purpose of trying to change or improve a given sit-

uation, and as a consequence these social media achieve online and/or offline mobiliza-

tion from part of the population.

Recent studies have attempted to establish a relationship between social media and

citizen activism [27–30]. In this sense, Ilten [31] considers clear that social movements

and citizen involvement with causes have changed along with the development of infor-

mation and communication technologies. However, according to this author, these

changes have taken place in organizations that already exist, because the new technolo-

gies have made it possible for these institutions to contact citizens more effectively, an

example being through the use of online platforms, and change has been less evident

in the new social activism organizations that have emerged.

Participation in collective social actions can be considered a multidimensional phe-

nomenon, while the motives that lead to involvement in one cause or another vary.

A socialmovement can be defined as a voluntary, coordinated, collective action, organized

around a cause or demand, which identifies an adversary to confront and a situation that a

person wants to change (Neveu, 2002 quoted in Asún and Zúñiga [31a]). Some other

authors argue that a social movement does not always want to change a situation but

sometimes only seeks to express discomfort (Contreras-Ibáñez et al., 2005 cited in Asún

and Zúñiga [31a]). It should be added that it is also a matter of expressing a feeling of sol-

idarity with the cause, as this feeling is what impels citizens to decide whether or not to

mobilize. More than discomfort, it is the empathy with the situation, especially “with the

close proximity to the experiences we live with and how these experiences affect us […]
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It is more likely that when the need is close to us, we see more clearly how to attempt to

solve the problem” (Porto Pedrosa [31b], p. 40).

González-Anleo [32, p. 59] affirmed more than 15years ago that “in the majority of

sociological investigations on Spanish youth, what stands out is their political apathy,

low level of participation in social movements and groups, and the absence of civic ethics

or culture, which are essential elements of what we call citizenship.” Contrary to this pes-

simistic scenario, a more recent study carried out by the Youth Observatory of Spain [33]

shows that the number of young people involved in activities related to associations and

civic participation is increasing. Thus, the study shows that 38% of young respondents

belonged to an association at the time of the survey, a 9% increase when compared with

the data recorded by this same observatory in 2007.

It is true that associative spaces related to activities involving sports, festivities, and/or

recreational activities are more important to young people than associations of a political

or social nature [33], but we must not forget that the course of action of a civil society is

identified with the social sphere. Associations are seen as the first “horizontal” alternative

to political participation. It is interesting to note that the gender variable offers some dif-

ferences regarding participation in associations. Thus, men participate more in sports,

recreational and student associations, while women are more numerous in religious, cul-

tural, and charitable groups.

The volunteering activities that interest Spanish youth most are those related to

children and young people (17%), alleviation of poverty (12%), health and health-care

services (11%), working with disabled people (10%), and ecology and the environment

(8%). These are followed by aid to the Third World and countries in conflict (7%), aid to

drug addicts and alcoholics (7%), help for the elderly (5%), support for women (4%),

and activities related to culture and maintaining cultural heritage (4%). Between

2006 and 2014, when the economy was in crisis, there were changes in volunteering

activities that became more attractive to young people, with an increased interest in

activities related to poverty and health, as well as health-care assistance, with less

interest in environmental activities and aid to the Third World. In associations, young

people like to volunteer their time in activities they enjoy (40%), while the ultimate goal

has less weight on their reasons for participation. To a lesser extent, among the motives

that encourage young people to participate in an association are aspects such as

“feeling useful in helping others” (12%), “enjoying being part of an association”

(11%), the feeling of being included in a peer group “because my friends belong to

the association” (10%), or “to be with people who think like me” (9%). Lastly, “to be

able to defend rights and opinions (8.5%).

Interest in participating in associations is evidenced by the fact that one in four young

people who have never belonged to an association declare that they would like to partic-

ipate in one. Young Spaniards point out that one of themain advantages of being part of an

association is to be able to talk, share ideas, and make new friends, which highlights the

socialization aspect of belonging to youth associations. As for volunteering activities,

young people also have high participation rates. Four out of ten young people in Spain
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state that they have been involved in volunteering activities. In all, 9% of the population

surveyed stated that they were collaborating at that moment with a volunteer organiza-

tion, a profile that corresponds more to women, young people with higher education, stu-

dents, and singles.

The report by Injuve (Youth Institute) in 2014 also found that the number of young peo-

ple who regularly collaborate with volunteer organizations has increased in recent years.

Some of the main reasons why young people in Spain become volunteers are to perform

social service for the community (90%), to feel useful (88%), for moral beliefs (82%), to

interact with other people (79%), and for religious beliefs (60%). These attitudinal and

behavioral patterns of young Spaniards are not far from those of other countries. To a cer-

tain extent, and in a way that is similar to what has happened with the new digital society

in the last decade, the phenomenon of globalization is not foreign to the field of social and

political mobilization of young people.

Thus, accusations that young people are politically apathetic and have somehow

failed in their duty to participate in many democratic societies around the world have

been refuted by a growing number of scholars over the past few years [34, 35]. In recent

years, proposals for new ways of participating have emerged, characterized by a greater

conciseness in the way people participate and in their objectives. Kallio and H€akli [36]

point out that young people as well as other groups may be empowered to participate

in matters that concern them and thereby become more important as members of their

communities and societies if given the opportunity. Likewise, there are an increasing

number of studies, such as the one by Yamamoto et al. [37], which point out that online

political expression modifies the traditional panorama of civic participation, improving

the effects of traditional media due to the mobilizing role of social networks in the devel-

opment process of active digital citizenship among young people.

4 Methodology

The general objective of this research is to understand how NGOs use digital communi-

cation as a necessarymeans of mobilizing and involving young people. Regarding specific

objectives, the study tries to recognize the successful actions of NGOs in the mobilization

of young people, as well as the advantages and difficulties that these organizations find in

the use of social networks as a tool to reach this target audience.

The research questions we are trying to answer are the following: (1) What actions do

NGOs take in trying to mobilize young people and make them aware of their causes?

(2) What advantages do NGOs have in social networks? and (3) What tactics have been

successful in reaching and involving young people, and why? Given this methodological

approach, the research hypothesis is that NGOs find in social networks a necessary ally for

the involvement of young people in the actions of solidarity they undertake, not forgetting

that offline actions must also be undertaken and require the involvement of young people

in this type of mobilization to achieve the expected result.
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Within this context, the focus group was chosen as the most adequate technique for

obtaining information about the object of study. Focus group discussions fall within qual-

itative research tradition. The name of the method defines its key characteristics, in that it

involves a focus on specific issues, with a predetermined group of people, participating in

an interactive discussion, thereby a focus group discussion [38].

The method may be described as “an interactive discussion between six to eight pre-

selected participants led by a trained moderator and focussing on a specific set of issues.

The aim of a focus group discussion is to gain a broad range of views on the research topic

over a 60–90 min period, and to create an environment where participants feel comfort-

able to express their views” (Hennink et al. [39, p. 136]). The goal of this technique is to

collect asmuch information as possible at a preestablished time regarding the perceptions

or attitudes of a diverse conglomerate of people represented by one particular group.

Focus groups lead to a type of data that can hardly be obtained by other means, as the

participants are placed in real, natural situations in which spontaneity is possible, and

due to the lenient environment, opinions, feelings, and personal desires arise whichwould

not be revealed in more rigidly structured experimental situations. Focus group discus-

sions are able to produce “collective narratives” on the research issues that go on beyond

individual perspectives to generate a group perspective on the issue discussed, which pro-

duces a different type and level of data from that gained in individual interviews (Hennink

[38, p. 3]).

We have defined the selected target group as “representatives of Third Sector Organi-

zations, or NonGovernmental Organizations” in Spain. Responding to the operational

capacity of collection and analysis, as suggested by Hernández Sampieri et al. [40], we

selected individuals who actively collaborated by developing communication actions

within one of the following NGOs or web platforms: Greenpeace, UNICEF, Mauricio Gar-

rigou Foundation, International Cooperation, the Spanish Association Against Cancer

(AECC), and Change.org.
n n n

NGOs or Web Platforms
Greenpeace is an independent global campaigning organization that acts to change atti-

tudes and behavior, to protect and conserve the environment, and, as they say in their webpage,

to promote peace by: catalyzing an energy revolution to address the number one threat facing

our planet: climate change; defending our oceans by challenging wasteful and destructive fish-

ing, and creating a global network ofmarine reserves; protecting the world’s ancient forests and

the animals, plants, and people that depend on them; working for disarmament and peace by

tackling the causes of conflict and calling for the elimination of all nuclear weapons; creating a

toxic-free future with safer alternatives to hazardous chemicals in today’s products and

manufacturing; campaigning for sustainable agriculture by rejecting genetically engineered

organisms, protecting biodiversity and encouraging socially responsible farming.

Greenpeace is present in more than 55 countries across Europe, the Americas, Asia, Africa,

and the Pacific (www.greenpeace.org).

http://Change.org
http://www.greenpeace.org
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UNICEF promotes the rights and well-being of every child. UNICEF works in 190 countries
and territories to translate that commitment into practical action, focusing special effort on

reaching the most vulnerable and excluded children, to the benefit of all children. UNICEF

was created with a distinct purpose inmind: towork with others to overcome the obstacles that

poverty, violence, disease, and discrimination place in a child’s path. UNICEF is part of the

GlobalMovement for Children—abroad coalition dedicated to improving the life of every child.

Through this movement and events such as the United Nations Special Session on Children,

they encourage young people to speak out and participate in the decisions that affect their lives

(www.unicef.com).

Fundación Garrigou (TheMauricio Garrigou Foundation) was set up in Spain in July 2012 to

give children and young people with different capabilities or skills an education of the highest

quality, attending to their specific needs and using the most avant-garde educational methods

and best adapted to the uniqueness of each one. They talk about different capacities, not dis-

ability, because they know that these kids are capable (www.fundaciongarrigou.org).

Cooperación Internacional (International Cooperation NGO) is a Spanish nonprofit organi-

zation that has been working since 1993 “for a supportive youth.” It carries outmost of its activ-

ities in Spain and it also works in more than 30 countries in which they carry out cooperation

projects for development, volunteer programs, and other initiatives in collaboration with var-

ious institutions. At the end of 2016, International Cooperation had 174 partners, of which

83 were civil associations, representing more than 2500 people (www.ciong.org).

The Spanish Association Against Cancer (AECC) was constituted on March 5, 1953 with the

purpose of fighting against cancer in all known modalities. It is composed of volunteers, part-

ners, and hired personnel that join the forces to achieve the objectives of the Association. Its

aims: (1) inform and raise awareness: educate society on all measures and possible mecha-

nisms to prevent the disease; (2) support and accompany: be close to the sick and their families,

offering encouragement and support to reduce their suffering; (3) encourage oncological

research: promote excellent oncological research, serving as a bridge between society and

the scientific community (www.aecc.es).

Change.org was launched on February 7, 2007. Change.org is a petition website which

claims to havemore than 100million users. The company helps people petition specific leaders

on any issue. Change.org’s stated mission is to “empower people everywhere to create the

change they want to see” [41]. The platform, as its CEO declares, was built for micro-

movements: small, personal petitions replicated hundreds or thousands of times over across

cities, states, even countries (www.change.org).

n n n
To begin with, the segmentation variables used in the selection of NGOs were organi-

zations withwebsites and profiles on social networks inwhich participation in campaigns,

donations, complaints, etc., were possible; second, organizations that belonged to the

online or offline world, or both; and lastly, organizations with a scope of activity that could

be local, national, and/or international.

The objective was to obtain rich, depth, and quality information, not just quantity or

standardization. Participants presented their own views and experience, but they also hear

fromother people. It was a sample oriented to diverse qualitative research, or ofmaximum

variation, that was used when trying to show different perspectives and to represent the

http://www.unicef.com
http://www.fundaciongarrigou.org
http://www.ciong.org
http://www.aecc.es
http://www.change.org
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complexity of the phenomenon studied, or for documenting diversity in order to locate

differences and similarities, patterns, and distinct features [40].

The moderator was a university researcher specialist in focus groups. Every session

took around 1h and 45min. During that time, the language that participants used, the

emphasis they gave, and their general framework of understanding was audio recorded

and later, transcribed for its analysis.
5 Results

According to Richie and Lewis [42], there are two main ways in which group data can be

analyzed: (1) Whole group analysis which treats the data produced by a group as a whole

without delineating individual contributions. The group therefore becomes the unit of

analysis and will be treated in the same way as a unit of individual data. Additional infor-

mation (in the form of notes) about group interactions or the balance of individual con-

tributions may be added to the data as part of the evidence. (2) Participant-based group

analysis where the contributions of individual participants are separately analyzed within

the context of the discussion as a whole. This allows the information of each participant to

be retained and for interactions between individual members to be noted as part of the

recording of the group dynamic.

For the analysis of the focus group carried out with representatives of the NGOs, the

participant-based group analysis has been used. The advantage of participant-based anal-

ysis over whole group analysis is that it allows more detailed evidence about the similar-

ities and differences between group members to be determined. It also allows certain

types of analysis (such as associative analysis) to take place at an individual as well as

at a group level [42].

NGOs start from the assumption that young people are the ones who want to partic-

ipate in social causes, but the organizations find it difficult to reach them and get them

involved:

We don’t know how to give them valuable proposals that appeal to them, or we don’t

know how to reach them. I see it as more of a problem of the organizations. I don’t

think young people are not interested in getting involved. In fact, you see them par-

ticipating in a lot of things…even more than previous generations, in my opinion.

Collaborative consumption has become commonplace… I’m not so sure they are

non-political or individualist.
Greenpeace

Yes, it really bothers them that politicians steal money. That interests them. The way

they say it, or how they express it, is different from what we do. They might think vot-

ing is useless, but that doesn’t mean they don’t care or aren’t interested in anything.
Fundación Garrigou
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Faced with this situation, NGOs see a world of possibilities in digital social communica-

tion, specifically in social networks, as a tool to reach and mobilize young people. Thus,

among the advantages and valuations that emerge in their speeches are, in the first place,

the role of information that social networks generally possess for the user, and second, the

extent towhich networks allow organizations to keep their communities and potential fol-

lowers informed about their actions. Information regarding everything the organizations

do, their campaigns, and their calls for participation:

And then they don’t know, or in other words, the community doesn’t know. What

I mean is the community is not aware of many actions that the organization carries

out if it is not done through Facebook, which is feeding them interesting topics every

day. Our organizations do a lot of things. People have to knowwhat we do, and social

networks are an incredible tool for that.
AECC

In this way, social networks promote communication that is more effective insofar as they

open a gap that allows organizations to move surreptitiously into the social networks of

their audiences, to be among the content of the daily lives of their potential followers

in their more personal and private daily activities:

I think it’s also a way of opening the door so they can receive your message even more

effectively than through a web or a traditional means of communication in the sense

that you sneak a bit into their daily lives, their interests, and their friends. Internet is a

source of almost daily consultation for other reasons, and they give you a window, or

an opening, to appear among the contents of more personalized information related

to what really interests them, and they set aside some time for you.
Cooperación Internacional

This quality brings another one. Organizations point out how fast some information can

be spread. Social networks are very good tools for a call to participate in some social event,

because it is really a very fast way to get thousands of people in a very little time:

The fact that any message can spread quickly is something very positive, whether it is

through the organization’s own site, as in our case, or whether your organization uses

Internet to carry out their actions.
Change.org

Another quality that NGOs confer upon digital communication, specifically social net-

works, is direct and bidirectional communication. In other words, social networks addi-

tionally allow organizations to test the information they disseminate and assess their

impact through direct feedback they receive from users in the form of opinions, evalua-

tions, criticisms, or suggestions about the various initiatives and participation campaigns:
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You can reach people, launch your message, or your campaign, and get immediate

feedback. It also helps you evaluate the level of interest of your followers, or the inter-

est of the people you have a relationship with. To the extent that you can obtain feed-

back and opinion, this is a barometer that let you see what they really like, and what

really interests them. This is of enormous interest to these entities because it lets them

evaluate what is actually reaching the people.
Unicef

For NGOs, social networks are also an important way of raising awareness and engaging

young people in solving social problems. Awareness, information, and participation cam-

paigns launched by organizations through online social networks aim to raise young peo-

ples’ consciousness at an early age.

These campaigns make them think, and help them to open their minds on social

issues, empowering them to become engaged in changing the world and to face the seri-

ous problems that NGOs detect and that affect everyone:

We invest a lot of energy in educating people from childhood, because in the long run,

what is not sown is difficult to reap.
Unicef

It’s a breeding ground that will grow bigger later on. We don’t care if they are in one or

another NGO, whether it’s for the environment, for cancer, for people who have indi-

vidual causes or try to change the world. What I’m saying is that the important thing

is for them to open their minds.
Greenpeace

This generation, Generation Z, is one that places high importance on values.

What I mean is, it’s more important to them than anything else. I’m talking

about the values they have now, which are the values they will still have in five or

ten years.
AECC

The actions of NGOs as well as web petition platforms are aimed at empowering young

people, conveying trust and motivation, trying to get them involved, and making them

leaders of social change:

Our work has to be more about empowerment, so they will know how to communi-

cate the message in their own way, and through their own channels. More than com-

municating in the old way, the work needs to be more about empowerment.
Greenpeace
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We also need to give them the confidence to know that they can be protagonists of

change, and convey motivation so they understand that they can really do a lot.
Change.org

NGOs are also somewhat self-critical in recognizing their lack of knowledge of the new

communicative situation of young people and of online social networks where young peo-

ple meet and interact with each other and which are possibly different from those used by

adults.

An effort is now beingmade by NGO leaders to understand these new uses and to learn

the means through which young people establish online communication processes in

order to understand what is occurring and how it works:

Wewant to be at their level, trying to understandwhat is happening: they don’t watch

television or listen to the radio. They watch YouTube, a world in which a YouTuber

comes and asks you for three thousand Euros in exchange for mentioning you in a

video. So we have to kind of understand how that works because you cannot become

a YouTuber yourself.
Unicef

As far as we can see, yes, they are social beings. What is happening is that maybe they

are not in the same networks as we are.
Greenpeace

The evidence also reflects the difficulty that organizations have in providing the youngest

users with important proposals that appeal to them.

The only thing that needs to happen is…well, to reach out to them a bit. But of course,

when they are offered something good, they take it, and they value it, I believe.
Cooperación Internacional

We don’t know how to reach them.
AECC

They’re not interested in things because of the way we explain them.
Unicef

How they say it and how they express it is, naturally, different from the way we do it.
Fundación Garrigou
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Butwhat I feel is that they don’t care about things because of thewaywe explain them.

It’s not that they are not interested in them.
Greenpeace
5.1 NGO Communication Activities in Social Networks

Despite the difficulties, NGOs refer to the initiatives they promote on social networks that

aim to encourage participation, and they also adopt different strategies and tactics to

stimulate the involvement of young people. Among the initiativesmentioned by represen-

tatives of organizations are the following: first of all, a call for participation through actions

or leisure and entertainment activities. It is amatter of adapting the campaign to the target

audience: of raising awareness, promoting solidarity, and informing through participation

that takes the form of action that young people see as related to play—gamification—and

obtaining some compensation, result, prize, or gift.

It can be a game, a proposal of ‘gamification,’ sending content or any other action…
Unicef

Another of the activities is related to the launch of surveys through social networks, which

serve as an attraction. In other words, they are associated with requests for solidarity or

collaboration carried out by web platforms and NGOs. These questionnaires fulfill the

purpose of stimulating the curiosity of users as a means of reporting a problem and trying

to obtain citizen involvement:

For example, using Twitter surveys can raise awareness about a particular issue in a

different way. You show three options and say, ‘if you want to know the answer, you

have it in the petition.’ Then, many people just think, ‘I’m going to try to guess’, and

they respond to the request. That tweet has an engagement that is fifteen or twenty

times greater than a normal tweet. You get them to go to the petition to see the answer,

and at the same time, if they are interested in the subject, they can sign.
Greenpeace

To encourage young people to participate, NGOs agree that it seems necessary to include

the emotional dimension in the development of the stories that serve as the basis for par-

ticipation campaigns.

In the opinion of NGOs, to turn at present to emotional storytelling—building amoving

story—that touches a sensitive nerve of potential participants in their campaigns, is an

action that has been working well in encouraging participation, especially among youth:

You have to tell a story that touches their sensitive side a bit, because it has always

been like that. But in my opinion, I think things are going more in that direction –
story-telling–.

Cooperación Internacional
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This is a formof socialmarketing that tries to avoid the classic institutionalmessage of orga-

nizations that in the past made direct calls for collaboration. This is a new narrative, which

allows the public to identify with the problem presented through the use of emotions:

The ‘we need your help’ statement should come last. Before that, there is a long road to

travel before touching the heart a bit with emotional stories that people can

identify with.
Unicef

One of the problems posed by this strategy for NGOs is that the resource is being increas-

ingly used to excess, both in the field of advertising as well as by petitioning web platforms:

There is increasing competition in this area. This has always been a classic feature of

NGOs. It has always been our message, but is now being used increasingly in more

sectors and in more media.
Fundación Garrigou

NGOs are in agreement when referring to the need to use universal values such as leitmo-

tiv in their campaigns for the purpose of calling for commitment, volunteerism, and par-

ticipation. This is about the transmission of messages in online campaigns that reflect

universal values that everyone can identify with, such as honesty, transparency, the fight

against corruption, or concern for others. These messages, in the opinion of the organi-

zations, have strong echoes among potential participants. Their impact helps to achieve

the objectives of raising awareness and the dissemination of information, since these are

values that people want to identify with:

They reflect values that everyone can identify with, and that everyone is happy to

adopt as their own, to transmit them to their contacts, because these are values that

everyone can identify with.
Unicef

Everyone is thrilled to give you a retweet or to let people know you support such pos-

itive values.
Greenpeace

According to these organizations, it is particularly interesting to offer examples in these

campaigns of testimonies of young people, ordinary people, of people who epitomize

these values, and who young people can identify with:

It is necessary to show these values exemplified in other young people like themselves

in order to serve as a reference to them.
Cooperación Internacional
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These are average, ordinary people, with very attractive traits, real people. This is not

an advertisement. You might meet the protagonist the day after tomorrow. She can

tell you what she’s doing and how happy she is; I believe a real example has

considerable value.
Fundación Garrigou

Despite the importance they see in social networks in achieving youth mobilization for

their causes, the campaign plan that combines offline and online actions is more effective

than the one that uses only one of the two channels for its dissemination, in the opinion of

NGOs and web platforms:

To us, the campaigns that have worked best are those that have combined both online

and offline actions.
Greenpeace

In this respect, at the present time both channels are considered complementary when

designing campaigns.

The work in both fields is complementary because the possibility of changing from

one to the other, depending on the campaign, on the subject, on thousands of vari-

ables, is very high. At least we believe that the ability to move from one to the other is

considerable.
Greenpeace
5.2 The Role of Influencers

In this digital and participatory context, the so-called “influencers” play a decisive role,

either in a call to action offline or online. Resorting to leaders and opinion makers—

YouTubers, bloggers—to inform young audiences in an alternative way about their cam-

paigns and the problems they pose is very important. Some NGOs turn to YouTubers and

bloggers, but also to famous artists—celebrities—as a formula for disseminating their

campaigns and for getting their message to young people.

These opinion leaders are people who are trusted by young people, who have become

role models for the prestige acquired in their online activity, which is endorsed, by thou-

sands of followers registered in their accounts or YouTube channels.With these influential

people, NGOs take advantage of the ability of these people to reach extensive youth audi-

ences, which otherwise would be impossible to access through the institutional messages

of these organizations:

We use several formulas, and the one that is working for us now is to collaborate with

the so-called ‘influencers’; what we are looking for are YouTubers.
Fundación Garrigou



Chapter 12 • NGOs’ Communication and Youth Engagement 243
We work with people who we believe have a special sensitivity; it is not enough for us

to tell you something, but you need to hear it from someone you trust. A blogger you

like, or an Instagrammer you follow.
Greenpeace

They have another way of communicating. Also, these people really do it like that, and

they get five thousand clicks of ‘I like it’ with just a photo of them shaking their hair

around. Yes, really, five thousand clicks on ‘I like it’! Do you knowwhat you have to do

to get five thousand ‘I like it’ clicks? It’s like building the El Escorial Palace complex,

one of the Spanish royal sites built during the 16th and 17th centuries. Our NGO, as

an organization, cannot tweet something and have the same impact on networks. At

that level of response, and with those ages, there’s no way!.
Cooperación Internacional

When choosing the protagonists for their campaigns, NGO leaders look for people with the

following characteristics: first, they must be endowed with sensitivity, a special style, an

ability to reach young people in a different way. Second, they need to be interested in

the campaigns promoted by the NGO and be willing to offer their services without an

interest in personal gain:

Zero euros, eh! We haven’t paid even one single euro. They do it for free.
Greenpeace

However, this is not true in all cases. The recruitment by organizations of opinion leaders

for their campaigns is not always possible on a volunteer basis, as some bloggers and You-

Tubers demand economic compensation in exchange for their involvement:

In our case, the bloggers charge us. At least they want to charge us, but we don’t pay

them. That’s whywe don’t have bloggers. But YouTubers, for example, collaborate and

don’t charge us for their services.
Cooperación Internacional

We try to put ourselves at their level, and also try to understand what is happening:

they don’t watch television or listen to the radio, but they use YouTube. It’s a world

where the You Tuber comes to you and asks for three thousand Euros for mentioning

you in a video, and it’s like noooo way!.
Unicef

In general, the communication they establish with young, potential participants in their

campaigns is more effective if not only the organization sends the message, but also peo-

ple of their generation. This people have a special and unique way of presenting their
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message, a narrative that allows for communication and connection with young people in

their own language, with their values, concerns, problems, lifestyles, and their own way of

speaking and acting:

They [the influencers] don’t explain things the way we do; their language is not the

same as ours. They have a way of expressing things, of reaching people. And only

through them can it be done.
Fundación Garrigou

The way influencers communicate the message is nothing like other ways of present-

ing the issue. So what they are doing is [establishing special communication]: ‘Hey,

this is my lifestyle. Look how great it is! Adopt my way of life.
Greenpeace
6 Conclusions

NGOs have now entered fully into the digital ecosystem. These organizations have found

in social networks a space for civic participation to report on their solidarity objectives, to

expand their visibility, and even to increase the number of donors that keep the organi-

zations alive. Thus, NGOs see in social networks a world of possibilities, such as those

of informing, offering civic training, raising awareness about injustice, and providing cit-

izen empowerment.

Moreover, they try to make the most of all of their attributes, not forgetting that they

also encounter problems and obstacles in encouraging or promoting youth participation

in their organizations.

Within this participatory and digital context, and in the search for an attitude of

solidarity among young people, the work we present here has shown that NGOs are

adjusting their strategies to become closer to young people in a more effective way.

Among these strategies, wewould like to highlight their practice of hiring of young peo-

ple for their communication network teams, the use of influencers, celebrities, YouTubers,

and bloggers for their campaigns, and finally, their constant attempt to adapt to a digital

environment. An environment that has overwhelmed them, but which they know is the

right formula to use if they want to reach young people.

In addition, the feedback that NGOs and platforms receive from networks helps them

focus their campaigns much more effectively by allowing them to analyze the impact of

such campaigns and make changes, if necessary, to their approach.

The communication activities of NGOs are aimed at planting a seed in order to create

participatory citizens in the future who will reflect and become involved in other social

issues.
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To this end, they use themost traditional ethical values that everyone can identify with,

such as honesty, transparency, the fight against corruption, and concern for others. In this

sense, NGOs are making a strong effort in offering civic and political education that is

likely to deliver short-term results in creating participatory digital citizens.
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